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SE C TION 1

I N T R O D U C T I O N

1—1 . GENERAL.

A telecommunication network is made up of the following interacting systems:

transmission systems , switching systems , and signalling systems. Throug h

the use of these systems , telecommunication networks provide a wide variety

of communication services , rang i ng from the simple call completion between

two people to the transmission of such signals as telegraph , da ta, televi-

sion, and radio. Transmission systems comprise circuits which carry infor-

mation between switching centers, between a switching center and a sub-

scriber , or between subscribers; switching systems provide the switching

between ci rcu i ts necessar y for  “c.a ll ’ com pletion; signalling systems provide

the signals necessary for the control and operation of the switching

centers. Thus, due to this interaction between the three systems, it is im-

portant that they be properly desi gned and maintained to assure a successful

operation of the entire telecommunication network.

1—2. SC OPE.

This report is intended to provid e the basic definitions and concepts en-

countered in dealing with transmission systems, and more spec i f i c a l l y, the

transmission systems on the Air Force base. Fundamental concepts about ana-

log and digital transmission are presented.
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1—3. ORGANIZATION OF THE REPORT.

Sec ti on II gi ves a de ta i l e d  descr ipt i on of the fundamen tal conce pt s of

transmission . These include: basic transmission systems, limitation in

transmission , signa l measuremen t, various types of noise, no i se measuremen t,

and distortion of si gnals.

Sect ion III presents the fundamentals of telephone transmission , and

includes the following: telephone set, l oca l  loo p, trunking facility, 2— and

4—wire circuits , switching, transmission engineering standards for the AUTO—

VON network , distortion in telephone transmission , and i n t roduces the

transmission of data on telephone lines.

Section IV presents the fundamentals of dig ital transmission. These

include: analog vs. digital transmission , t r a n s m i s s i on of da ta, dig it al

data characteristics , cod i ng, er ror detection and correction , and synchro-

nous and asynchronous modes of transmission.

Section V presents the various modulation schemes used and their per-

formance.

Section VI deals with the various multiple xing and concentration

schemes.

Section VII gives some aspects of network pLanning and the impact of

transmission engineering on the network.
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SECTION II

FUNDAMENTALS OF TRANSMISSION

2— 1 . GENERAL

This section presents the fundamentals of transmission which include

the following topics: elements of a transmission system , limitations in a

transmission system , types of message transmission , common types of noise ,

noise and signal measurements , and effective transmission. The terminol ogy

introduced in this section forms the basis for understand i ng the material to

be presented in subsequent sections.

2—2. ELEMENTS OF A TRANSMISSION SYSTEM

The physical process whereby a mes~~~~ is transferred from one loca-

tion , called the source, to another location , the destination , is termed

transmission. In general , the sou rce and destination are physically

separated. The acoustic pressure produced by speech or music , the data ori-

ginating from a computer , the ho le s  pun c hed on a comput e r card, the number

on a credit card are all examples of messages. Clearly, a l l  messages are

not electrical in nature. For transmission on an electrica l system , a

transducer is required to convert the message into an electrical si gnal.

An electrical signal is characterized by its strength (magnitude) and

shape (“frequency ’s). In assessing and assuring good transmiss icn quality,

it is these characteristics of the signal that are of paramoun t concern.

A schematic diagram of a complete transmission system is depicted in

F igure 2—1. For the sake of clarity, each func t iona l  b lock i s shown as a

distinct entity; in an actua L system , some of the blocks ma y be lumped to-

gether. In the course of signal transmission , some unwanted effects in—

fl uencing the signal strength and shape are encountered. Among these ef—

tects are: at tenuat ion , whi ch reduces the signal strength; distortion and

interference , which effects the signa l shape. In Figure 2—1 , these effects

are shown to occur in the transmission medium; in the actua l system, howev—
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er , these may ar ise in any one of the functiona l blocks.

2—2.1 INPUT TRAN SDUCER. The function of the input transducer is to convert

- the input message into an e lec t r i ca l  signal. Useful transducers include the

following: Thermoelectric , wh ich produce an electromotive force (emf) pro—

portional to the temperature and may be used as a temperature sensing dev— 0

ice; Piez oe lec t r ic , which produce an emf proportional to the applied pres-

sure, and is used in microphones and phonograph pick—ups; Photoelectric,

which produce a current proportional to the illumination , and is used in

photo—tubes and photoce lls — for example , a solar cell; Elec tromagnetic,

which produce an emf based on the orientation of the magnetic domains in a

magnetic materiaL , and finds applications in tape—recorders and tape—drivers

in computer systems. With proper design , c i r c u i t ele m en ts l i k e  res is tors,

capacitors , and inductors may also be used as transducers.

In tele phone sets, carbon granules , which exh ibit a change in electri-

cal resistance proportional to the applied pressure, are used to convert

voice into an electric signal , and vice versa. The translation of acoustic

pressure into an electric signal is an important factor in the quality of

telephone (voice) transmission . Some of the common transducers are shown in

Figure 22.

2—2.2. TRAN SMITTER. The transmitt er couples the message onto the transmis-

sion medium in the form of a transmitted signal. Several signa l processing

steps, fo r exam p le, filtering , modu lation, coding, amp lification , etc., may

be performed by the transmitter in order to effectively and efficiently use

the capacity of the transmission med i um.

22.3. TRANSMISSION MEDIUM . The transmission medium , also referred to as

the channe l, connects the receiver to the transmitter. It may comprise a
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~~ * i r  of wi r e~ , c o i x i a l d itI , b.~Iv.~~iide , or a radiating electromagnetic wave

a~. ra diu waves i i i  l i, - r t S . n n . A property common to all such media is

attenuation , the progressive decrease of signa l power with distance.

2—2.4. RECEIVER. The transmitted signa l being propagated via the transmis-

sion med i um is extracted by the receiver for subsequent transfer of the mes-

sage to its destinat ion . Like the transmitter , the receiver may perform

severa l siqna l processing operations , which may include amplification , demo-

dulation (inverse of modulation ), decoding, etc.

2—2.5. OUTPUT TRANSDUCER. The output transducer converts the output signa l

from th~ receiver to the output mess.~~~~ Depend i ng upon the application ,

the outpu t transducer may or may not be the inverse process of the input

transducer. In voice transmission , the output transducer converts the elec-

tric signal into speech; thus, the output transducer performs the reverse

operation of the input transducer. In data transmission , the input trans-

ducer may convert the message n the form of holes on an IBM card into an

electric si gnal , while the output transducer may convert the output signal

into an output message to be stored on a magnetic t0,e. Thus, the function

of the outpu t t ransducer depends upon what form of output message is re-

quired , and is not necessarily the reverse of the function of the input

transducer.

2—2.6. EXTRANEOUS SiGNALS. Extraneous signals, in the form of noise, dis-

tortion , and interference , are inevitable in message transmission . These

may arise from natural or man—made causes. Any unpredictabLe and random

electric si gnal appearing in the various blocks of the transmission system

is ca tegor ized  as noise . Inter ference is contamination by extraneous sig

na Ls , w h ic h  are man—made and pred ic tab le .  D is to r t ion  is the a l terat ion of
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the .i qnal due to the inherent imperf ections (due to non linearit ie s , imbal-

ance, etc .) in the response of the various blocks comprising the system.

Unlike interference and noise , distortion disappears when the signal is

turned off.

2—3. LIMITATIONS IN TRANSMISSION SYSTEMS

In the desi gn or modification of transmission systems — or any system

for that matter — two kinds of constraints are generally encountered :

technolo1ical prob lems and fundamenta l, ph ysical limitations.

Technological problems include such considerations as economics , inter-

facing new systems with existing systems, equipment availability, aesthet-

ics , etc. The knowledge of existing systems and the available opt i ons

should be at hand when an attempt to solve technological problems is made.

For exam p le, in providing AUTOVON services at a base, the available equip-

ment and standards in the DCS AUTOVON Network must be known. To interface

the OCS AUTOVON to the commercial system , the operating standards for both

systems must be known so that proper interfacing can be accomplished . In

general , technological problems are solvable in theory, although the solu-

tion may not be feasible in practice.

There is no recourse, however , when fundamental physical lim itations

are encountered in design. These Limitations in transmission system es

gineer ing are: Bandwidth and Noise.

2— 3.1. BANDWIDTH LIMITATION . All messages, whether voice over a telephone

channe l , data in a computer communication network , or any other information ,

are usually transmitted in real time, that is, the output signal keeps pace

with the i nput signal . One aspect of efficient transmission calls for

min imiz ing  the message transmission time, that is , sending the most info rma—
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t i on iii the l e a s t  ~imuunt of t i m e .  In dea l ing  w i t h  e l e c t r i c a l  sys tems , en er-

gy s t o r a g e  i s  imp~ i c i t  and i t  t a k e s  f i n i t e  t ime  to change s to red  energy.

Thu s , a r b i t r a r i l y  h igh - i gna l - ;peed~ cannot be used because eventua l ly  the

y s t e m  w i ll ce a se  to respond iii a d e s i r a b l e  manner to the signa l changes. A

measure of s igna l spe~~i is i t s  bandwidth , the w id th  of  the signal frequency

spec t rum in w h i c h  the useful energy resides. The rate at which the system

can change stored energy in a desirable manner is reflected in the system

f requency res ponse, and is measured in terms of the system bandwidth. The

bandwidth o f  the si gnal being transmitted and the system bandwidth must be

compat ib le :  i f  the system bandwidth is insu f f i c ien t, decreas ing the s ignal

speed, and thereby increasing the message transmission time , may be the only

recourse .

The methods for determining bandwidth , and the limitations imposed ,

differ greatly from system to system. In filters , amplifiers , and at tenua-

to rs, bandwidth is generally taken to be where a signal will be attenuated

by 3 dB beLow the average level in the passband , or below the level  a t a

reference frequency. For voice telephone signals this reference frequency

1 5  1000 Hz (in the United States ) and the bandwidth required for te~ephone

voice is sLightly under 4 kHz.

Ilue to a mult ifold increase in requirements of communication services

around the worLd , useful bandwidth h~ s become a diminishing resource. Vari-

ous oat  iona l and internationa l agencies have been established to allocate

bandwidth for different uses, In the U.S. the electromagnetic spectrum is

alloca ted by the Federal Communications Commission . Frequency bands are al-

loc ated for radio broadcas t, television broadcast , common c a r r i e r  mic rowave

radio transmission , etc.

2—L2. NOISE LIMITATiON . The acc uracy with which the receiver can determine 
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~ 
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wh i ch signal was actually sen t or how w e l l .  t he  ou tput device can duplicate

the signa l from the source i o f  paramount concern in transmission system

engineering. Perfect signal identif i cation or duplication would be possible

if there were no noise or extraneous sig n als a rising in the transmission

system . But , since the operating temperature of physical systems is not ab-

solute zero, the thermal energy i n  the system g ives rise to a random motion

of electrons (apart from other charged particles ) which constitutes a random

electric current. In conducting m ateria l s this produces a random vo l tage,

which is re fe r red  to as thermal noise. Also , thermal noise is associated

with electromagnetic radiation . Therefore , just as there cannot be electri-

cal transmission without electrons or electromagnetic waves , there cannot be

e l e c t r i c a l  t ransmiss ion wi thout  noise.

The effect of noise on the signal depends upon the strength of the sig—

nal at various points in the transmission system. In order to assure satis-

factory transmission , precautions must be taken to assure an adequate

signal—to—noise ratio (SNR) at every point in the system. It should be

noted that if the input signa l strength is insufficient , adding more amplif-

ier stages at the receiver end will not improve the signal—to—noise ratio ,

because the noise wiLl be amplified along with the signal. In fact , the am-

plifier will add noise to that present at its input .

2—4. TYPES OF MESSAGE TRANSMISSION

2—4.1 . SPEECH. Th e frequency spectrum for speech occupies the 20 lIz to 20

kHz band . The telephone speech signal most commonLy encountered has its

significant energy concentrated in the 300 to 3300 Hz frequency band . The

time—varying waveforms associated with speech signals are not easy to

characterize. The audio frequencies comprising the basic speech signal are

~
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~ i r led in am p l itude at a syllabic r a t . Due to pauses and intonation s the

speech signal c o n s i s t s  of randomly s;aced burs ts of energy of random duru —

tion . Despite thi s random character , the speech si gna l must be modeled so

that proper desi gn and operation of the transmission system can be undertak-

en.

The circuit or channe l. used for transmitting telephone speech signals

is referred to as the voice Chd nnet .  Based on economics , subscriber

demand s , and q u a l i t y  of t ransmiss i on , a standard voi ce channe l, has a nominal

4 ~Hi bandwidt h . The var i ati on in signal strength with frequency, which is

called the f r eq~ency response of the system , a f t e r  t r a ns m i s s i o n  over a typ i -

cal v o i c e  channel is - ;hown in Fi gure 2—s . It will be noted that between

about 300 and 3300 Hz , the d i f f e ren t  f requencies are a t tenuated by a rough ly

equal amount. Frequencies outs ide these l im i t s  are severe ly  attenuated, and

as such, are not usable.

The frequency response dep i c ted  in Figure 2— 3 is not su f f i c ien t  to

reproduce human vo ice  e x a c t l y ,  but it is adequate to make the speaker intel-

l igib L e and recognizab le.

2—4 .2. DIGIt AL DATA. The b a - i c  d r ; i t a l .  da t a s ig n a l  is  made up of a train of

pu l s-s w h i c h  r i pre’~~r t  in r;ude i tur in the dat a t a be transmitted. Various

t ypes of data waveforms are disc u ss d in ~ecti on IV . The basic waveform

consists of frequency components from dire ct current to some high frequency.

Data transmitted on the voice channel. is referred to as quasi—analog

voiceband data. The speed at which data is transmitted is given in bits per

second. Telephone channels, carryin g voice—band data , normally transmit at

speeds from 45 to 9600 bits per second. Above 1 200 bits per second, fre-

quency and phase compensation must b~- added to the voice channel to provide

the mir n mum values of some line characteristics which are required for data
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transmiss ion at the higher bit rates. Such compensat on is termed line

conditioning.

At re l atively low speeds, ranging from 45 to 600 bits per second, Da ta

transmissio n systems have been developed whereby several of these low—speed

data signals are combined to share a single voice channel. These are re-

ferred to as voice frequency tele graph (VFTG ) systems or voice frequency

carrier telegraph (VFCT ) systems.

The discussion of data transmission thus far has been in terms of digi-

tal data. It should be noted that analog data also exists. For example ,

signals bearing information regarding temperature , pressure , etc. are gen-

erally analog si gnals. The analog signal may be converted into digita l data

before transmission , or it may be transmitted the way it is.

2—4.3. WI DEBAND . Si gnals requiring more bandwidth for transmission than

that provided by the voice channel are called wideband signals. Some may be

handled by the tel~ phone cable plant while others may require transmission

paths consisting of coaxial cable , waveguide or radio facilities. Although

used primarily as a voice channel transmission medium , t he te le pho ne c a b t e

plant is capable of handling up t.o 1MHZ , de pend i n g on t he si ze and len g th  of

the wire—pair.

2—4.4. FREQUENCY SPECTRUM The frequency spectra for vari ous types of

transmission media are shown in Fi gure 2—4.

2—5 . COMMON TYPES OF NOISE.

Noise , in the broadest sense, is any undesirable signal appearing in

the system . A characteristic property of the noise waveform is the random

nature of its amplitude variatinn with time. According ly , it is not possi—

ble to represent noise on a deterministic basis; representation of its am— 
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plitude in terms of probability density functions must suffice. Such sig—

nals may be external o.- internal to the system , and their effect on the sys-

tem performance depends upon the mode of message transmission and the system

design. This effect can be reduced — but never completely eliminated — by

taking proper precautions in system design and installation. The need for

understand i ng the types of noise encountered in transmission systems is ,

therefore , evident.

2—5 .1. THERMAL NOISE. Thermal noise is a phenomenon associated with the

thermal motion of electrons in conducting media — transmisson lines , resis-

tors , etc. The thermal motion , which is random in nature , gives rise to an

a—c component of current; the d—c component is zero (otherwise , an e lec tr ic

field will develop across the conductor due to accumulat ion of charges at

the terminals ). The magnitude of thermal noise is proportional to the abso-

lute temperature (in degrees kelvin ).

To understand the effect of thermal noise upon a signa l being propagat-

ed throug h a system , information regarding its frequency content and ampli-

tude must be known. Thermal noise is characterized as having a uniform dis-

tribution of energy over all frequencies (constant power density spectrum).

Because of this property, thermal noise is referred to as white noise.

White noise , by analogy to white light , has a spec t rum w h i c h  con ta i ns a l l

frequency components in equal proportion.

Another important concept pertaining to thermal noise is the Gaussian

or normal , d e n s i t y  function. Thermal noise is due to the random , practically

independent motion of a large number of electrons. According to the central

L imit theorem in probability, wh en a l a r ge number of inde penden t ra ndom

quantities are summed to form a new random quantity, the distribution func-

tion of this new random quantity is Gaussian. A sketch of a typical Gaus—
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sian density and distribution functi ons are shown in Fig . 2—5. Ma themati-

calLy, the density function is expressed as

p(x) —--
i
- --— exp[4(!~

T
~
!
~)
2] (2—1 )(5.

where x is the random variabl e , m is the mean, and o is the standard devia-

tion. The follow ng properties of Gaussian density function should be not-

ed: -

a. From Figure 2—5, it is evident that p (x) describes a continuous ran-

dom variable , x, that may take on any value from —
~~~ to +co, but is most like-

ly to be found near m . This point is called the point of central tendency

(point where the group of values tend to cluster ).

b. The area under the p(x) curve is un ity. From the even symmetry of

the p (x) curve , an immediate consequence is that the probability of the ran-

dom variable taking a value greater than in is equa l to the random vari able

taking on a value less than in.
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Studies have indicated that thermal noise voltage has a Gaussian distribu-

tion . This information helps in ascertaining the probability with which a

range of amplitudes occur. The mean square thermal noise voltage is ), and
the m s  voltage is therefore a. A table of Gaussian distribution shows that

signa l magnitudes greater than 3.9cr occur less than 0.01 per cent of the

time.

Thus therma l noise is white and Gaussian. However , the terms white and

Gaussian are not synonymous: For example , passing Gaussian noise through a

linear network will leave it Gaussian , but may drastically alter the fre-

quency content at the output; on the other hand, a single impulse will not

have a Gaussian amplitude distribution but will have a flat or white noise

frequency spectrum . This important fact should be noted.

2—5 .2. SINGLE FREQUENCY INTERFERENCE . The tones used in transmission sys-

tem s for supervision and si gnaling, or pilots used for synchronizing pu r-

poses, can produce undesired interference. When the amplitude , frequency,

or phase of such sources are random , it is convenient to treat them as noise

sources. (It should be noted that in the absence of ~n y rando mness, that

is , whenever the interference is deterministic , these extraneous signals can

be completely eliminated by subtracting a signa l of equal amplitude and fre-

quency, and proper phase.) The density function for a single frequency in-

terference source is shown in Figure 2—6. Mathematical ly, the density -is

p (V) = —-- - -- -~--- -- - -- , -A < V < A (2-2)

f l \ I~~ 
- -

, I V I > A

where A is t he peak amplitude of the interfering source. The average value

— - .  ~~~~~~~~~~~~~~~~~~~~~~~~~ 
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of this noise source is 2A/i~, and the rms value is Al \~~7.

I I
I I

(a) Densi ty function

S

~~

(b) Distribution function

FIgure 2 -6. DensIty and D i stribution funct ions for single frequency

sinusoi dal interference
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2—5.3. SHOT NOiSE. The discrete nature of electron flow in electrical sys-

tems accounts for another type of noise: shot noise. Shot noise is white

and~Gaussian , and is most common to active devices. It differs from thermal

noise due to the following :

a. The magnitude of shot noise is proportional to the amplitude of the

signal being propagated , whereas thermal noise is not.

b. The magnitude of thermal noise is proportional to the absolute tern—

perature , but shot noise is not directly affected by it.

2—5.4. IMPULSE NOISE. Impulse noise delivers short spikes of energy to the

system . It arises from both man—made and natura l causes; some of its common

man—made sources are the switching transients in telephone dial central of-

fices and vehic le ignition; lightning is one natural source. The frequency

spectrum for impulse noise is approximately flat in the frequency range of

interest . The occurence rate of the spikes of energy is often approximated

by Poisson or Log—normal. distributions. A precise mathematical model for

analyzing impu l se noise is lacking, thus making it difficult to combat its

effect on the message being transmitted. An ad hoc approach for reducin g

its effect is to place a wideband peak—c lipping circuit before the bandli m

iting (filtering ) part of the system. This prevents the pulses from being

smeared over more time by simple bandli m iting.

2—6 . SIGNAL AND NOISE MEASUREMENTS.

2—6.1. POWER AND VOLTAGE RELATIONS. A transmission system, which comprises

transmission lines , amp li fiers , filters , etc . ,  can be represented by a cas-

cade of two—port networks. If the input—output relationship of a two—port

network can be described by a set of linear differential equations , the net-

work is said to be I near.
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Con cider the linear two—port network shown in Figure 2—7. The input port is

driven by a source , V~, having an internal impedance , Z~, and the output

port has a load , L
~~

2— 6.2. THE DECIBEL. The calculation of the overall gain in multistage am-

plifiers or systems consisting of sub—systems is simplified by using a loga-

rithmic unit for si gnal ratios. When two powers, p1 and p2, are expressed

in the same units , their ratio is a dimension less quan t i t y .  By de f in i t i on,

the dec ibe l  (abbrev ia ted  dB) is :

C 10 log (p1
/p
2
) dB (2—3)

wher e log denotes the logarithm to th e base 10. If an arbitrary power is

repr esenti ~d by p0, then

6 = 10 log (p
1
/p
0
) — 10 log (p2

/p
0
) (2—4 )

~a n  represents the relative magnitudes of p 1 and p2.

In telep hone circuits , the signal powers are usually less than 1 watt ,

- 
arid may b - a ~s smal l  as 10 12 w I t t  it is more convenient to work with mi l—

i~~it ts  (11) wa tt S ) . I~ p0 
is set - q ia l  t 1 m i l l  iw a tt , the terms on the

right - , ide  ~ f equation (2—4 ) expr e s the powers p
1 

and p
2 

in dB re l ative to

1 m i t t  iw ~~t t . This derived unit is abb revi at ed dBrn. If p
0 

is set equal to 1

w a t t , the terms ri the ri ght si ie ,l equation (2—4 ) express the powers p 1

ar id p
2 in jH r - l a t i v e  to 1 watt. th i s derived unit is abbreviated dBW .

The decibel. is such a cü rv .~r i e n t  measure that , even though it is de-

fined only for power rati os , it is used a a unit of voltage (or current )

ratios. Cons ider the two—port netw ork ot Fi gure 2—7. When the voltage , V5,

is a sir iu ynd , the power dissipated across an impedance , R~ + j X
~
, is

gi ven by:

4 - . — 
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= = R s 1 
~ (2—5)

where E
5 is the amplitude of the sinusoid , and I~ = E 5 / 1 Z 5 1. The n, if the

voltage , V1, at the input port is E 1 cos wt and the voltag e, V2, at the out-

put port is E2 cos (wt + ~~), then the pc-wer ratio in dB is (from equation

p
6 = 10 log

P
2

E 1+X 2/R
2

20 log — 10 log (R 1
/R
2
) — 10 log dB (2—6)

2 1+X
2/R2

R 1= 20 log 11 R2 + 10 log dB
2

In order to avoid any misunderstandin g in the usage of dB to express voltag e

or current ratios , consider the following three cases:

a . Whe n = Z 2:

p 1 E16 10 log — = 20 log ~~
- -  = 20 log -i--- (2-~7)2 2

In this case no correction to the reading of a voltmeter calibrated in dB is
* required .

b. When � Z2, but = X
2/R2: In this case,

- — ~ - -
~~~~~~~~~

-- : .  ~~~~—-a-~~ 
- 

~~~~~~~~~~~~~~~~~~~~~~~~~ 
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6 = 20 log - 10 log (R 1 /R 2
) (2-8)

V o l t m e t e r s  ca l ibrdted in (iB wil l  measure only the first term of the right

side of equation (2—8). Thi s va lue should therefore be corrected by sub—

tracting io log (R
1
/R
2
).

c. When � and X
1
/R

1 
� X

2
/R
2
:

1+X 2/R
2

In t h i s  case , the c o r r e c t i o n  f ac to r  equal to (10 log R 1 /R + 10 log ~ ~)2 1+X /R 2should be sub t rac ted  f rom the reading from the vo l tme te r  ca l i b ra ted  in ~B.

Cas es (a ) and (b) are the unes commonly encountered in p rac t i ce .

For case (a) above, 6 can be expressed as:

E E
C = 20 lo g — 20 l og ~~~~~ (2— 9)

0 0

When E0 is set equal to 1 vol t , the terms on the right s ide of equation

(2—9 ) express the voltages E1 and E2 in dB relative to 1 volt. This der ived

un it is abbreviated dI3V . Similarly, when equation (2—9) expresses the vol-

tages E
1 and £

2 
in dB rel a tive to 1 mV , the derived unit is abbreviated

dBmV .

2—6. 3. POWER AND VOLTAGE SUMMATION . One advantage of the decibel unit is

tha n when response is pt ’itted in d13, the overall response curves of a sys-

tem , consisting of sever al sub—systems in cascade , can he obtained by adding

ihe individual response curves of each sub—system. In Figure 2—8, the fre—

pjency response curves for systems A and B are plotted in dB. The overall

response when A and t~ are cascaded is also shown in Figure 2—8. It is sirn—

pl y the sum uf the responses of A and B. Addition of decibels corresponds

.--—__- ~~ 4~ ~~~~~ .‘i~4l —~
-
~~~~~~~
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to multiplication of power rat ios .

In adding or subtra cting two si gnals expressed in dBm or dBW , the

operations are somewh at more compl i cat e d. Consider , for example , the system

shown in Fi g ure 2-9. Suppose that the input powers and p
8 

are expressed

~ S P~ and P8 dU, re spect ively. It is aesired to express the cutput power ,

the sum of 
~A 

and p
8, 

as P dBm . Then ,

P = 10 log [log 1 (P
A
/1O) ~ log 

1
(P
8
/10)i (2-10)

A ssuming that 
~ ~B 

and r ewni t i - (2—10) as

= I
~A~

1 ÷

then P 10 log p
~ + 10 l.og(1 + --- -)

P C
= P + 10 log(1 + —) (2 11)1

The maximum value of 10 log (1 4 —-) is about 3dB . This  func t ion  is p lo t ted

in Figure 2—10. When the difference is known , P can be found by ad-

ding th~ ordi nate corresponding to the difference to 
~~~ 

This graph

i s  e r i t i i l l y  provid e s i n fo rma t ion  on huw m u c h  P exceeds

r o m et  i m e s  the  problem is to determine the power due to the sum of two vol-

t age or current waveforms. The fol lowing cases are encountered:

a. The two w a v e f o r m s  a re  uncor re la ted :  The t o ta l  power , in th i s  case ,

is simply the sum of the powers of the components.

b. The twa w~ v i-forms are correLated: The resulting power can lie any-

where between zero arid 3dB more than the power addition result. For exam—
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pIe , when two waveform of equal frequency and amplitude hut 1800 out—of—

phase are added , the resu lting power is zero. When the two waveforms are

exactly in phase , the resulting voltage is doub l ed and the power quadrupled .

Suc h an add i t ion , is c- ille d i n — p ha se additi on . A plo t for adding two voltage

wave fo rms  when thei r  d i f f e r e n c e  in d8 is known is shown in Figure 2—1 1.

2—6.4. VOLUME UNITS (VU). The complex , nonperiodic nature of the speech

signal makes it d i f f i c u l t  to d e s c r i b e  i t s  w a v e f o r m  in terms of rms, peak, or

average  va lue  a- a is commonly don e f o r  pe r i od i c  w a v e f o r m s .  For proper

design and operation of the telephone pl ant , some means of measuring and

c h a r a c t e r i z i n g  th is  s igna l must be dev i sed  so that gain and loss , overload

and distortion can be measured to assure  s a t i s f a c t o r y  sys tem per fo rmance .

The unit used to measure speech is calle d volume and is expressed in vu

(volume units ).

The volume indicator is called the vu meter. The meter scale is loga-

rithmic , with a 1O—l og scale. The readings bear the same relationship to

each other as decibels , but the scale units ar’ sti ll calibrated in vu , and

not in dB. The vu meter has a flat frequency response in the audible range

and, unlike some of the no ise  m e a s u r i n g  d e v i c e s , is not frequency weighted

in any manner ; it measures the approximate rms voltage averaged over a syl-

labic interval.

2—6.5. TRANSMISSION LEVEL . In 1 t r a n s m i s s i o n  sy s t e m , compr is ing a cascade

of sub—system s , a s t r i n g  of lo s-e s and gains are encountered. To insure sa-

tisfactory tran smission of the message, it is necessary to account for the

signa l magnitude at many po in ts  relat ive to its magnitude at other points.

A reference , call ed the tran smission level point , is defined to uniq ’~c~ly

determine r e l a t i v e  s ig n al  magnitude at any point in the sys tem.  The
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transmission level (in dO) of the relative signal magnitude at a particular

point is determined by the algebr aic summation of the gains , expressed in

dB, encountered by the the signal .. It should be noted that absolute magni-

tudes are determined by the applied signal; while the re lat ive magnitudes

are determined by the transmission level.

For convenience , this reference point is chosen to be the O—dB

transmission level poin t. The following terms and abbreviations are common-

ly encountered in connection with 0—do transmission level point: zero level ,

zero level point , zero t r a t i s m i a ~~Ion test level point , 0—dB TL, and QILI’.

Since transm ission level at a specific point expresses the ratio of the si g—

r~al power at that point to the signal power at the reference point , a 0 TL P

is , therefore , a point at which the tone level (test tone) m 0 dO (or 0

d8m). Signal magnitude , in  dBm, whe n r e f e r red to 0 TLP i s  ex pressed i n

terms of dBmO .

The signal magnitude at any point within the system can be determined

when the signal magnitude with respect to the reference level and the level

of the point are known . Specifically , if the si gnal magnitude -is S dBmO at

a point whose level is 1 dB, then the signal magnitude , S~, at that point is

given by:

S1 
= S + L dI3m (2—12)

No te

Even though the 0—do transmission level point is convenient to use on

paper , in actua l. practice , some other transmission level point may be used;

this is usually a level that appears at a real interconnect point such as a

patch panel .

— 
.
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2—6.6. LOSS, DELAY , AND GAIN. To determine the signal magnitu des at various

points within the s y s t e m , i n f o r m a t i o n  regarding the transfer of the signa l

throug h the networks arid sub—systems must be known . To chara cterize a two—

port network , four complex quantities , called the network parameters , are

required . In some networks , such as those encountered in telephone

transmission , the transfer of the si gnal from the input to the output can be

described by a frequency dependent complex number describing the loss (or

gain ) and phase shift.

The loss in signa l strength and shift in phase of the signa l take place

predominantly in the transmission med i um. The concepts of loss and phase

shift will be introduced by showing how a signal is affected as it propa-

gates down a transmission line.

Consider a transmission line with a sinusoidal signa l being sent over

it , as shown in Figure 2—12. Because of the presence of distributed series

resistance of t~.e l ine , there will be a series voltage drop (1R) along its

entire length. In addition , some of the current will not travel over the

entire line and reach the receiver because of the distributed leakage and

capacitance between the wires ihroug h which the current returns to the

transmitter. The magnitude of both the current and the voltage waveforms ,

therefore , is diminished; and ince the power in the line is the product of

the current and voltage , the power gradually falls off as the distance from

the “generator ” (transmitter) in~;reases. Fi gure 2—12 shows how the ampli-

tude of the volt age, or the current , of the transmitted signa l is decreased

by the series resistance and the shunt leakage. The transmission line also

causes a continuously increasing shift in the phase (phase shift) of the

transmitted signa l as it travels along the line towards the receiver.
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Refer back to Figure 2—?. If p is the power delivered to t he load ,n

in the absence of the t w o — p o r t  n e t w o r k , and °2 
is the power delivered

when the 2—port is present , then the difference in dO between p and p is
n 2

catted the insertion toss of the network. That is:

insertion loss in dO = 10 log — (2—13)
p2

Ana logous ly, if 
~ 

and are the phase shifts incurred by a sinusoid in the

absence and presence of the two—port network , respectively, the difference

in 
~ 

and is called the insert ion phase shift. That is:

insertion phase (~ 
— 

~~~~ 
rad ians (2—14)

~~~~~~~~~ 
— 

~~~~~~ 

degrees
n

if the two—port of Fi gure 2—? is an amp l ifier , then p2 > p .  The insertion

~~iin in dO is then defined:

p2insertion gain in dO = 10 log — (2 15)

2—6.7. ~HA SE AN D E NV ELOPE DELA Y . In t r a n s m i s s i on media , there is a phase

shift incurred by the signal from the input to the output. If w is the fre

quency, in radians/sec , of the input signal , and ~ is the phase shift , in

radian s, incurred by the wave, then the phase delaL is defined as:

phase delay 01w sec. (2—16)

The enve~~~~e delay measures the rate of change of phase shift with respect

~
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to i change in the input trequ rii y; t h d t  is , envelope delay =

2—6 .8. PHASE V E L O C I T Y . When a wave i s  introduced in a t r a n s m i s s i o n  s y s t e m ,

especially a tr ansmission li r i i- , a JL-fy small but finite time goes by before

i t  r e a c r ~es the receiver. The w,s I moves along the line with a very high ,

but 1l~ f i r iit e velocity. Ref er to the sine— wave signa l in Figure 2—13(A).

Point x moves with a lef in i te ijh~~i- o~ the wave — in this case, it is the

pos i tive peak. * is  not a f i x e d  point , but a hypothetical one that should

be thought of as attache d to  t he  wave itself. It moves down the line as the

e l e c t r i c a l  w a v e  moves .  In the absence of d i s t o r t i o n, the velocity of point

x as it propagates down the line is the velocity of the wave. This is

called the 
~~~

se 
~~~~~~ 

because it is the velocity with which a point

representing a phase moves forward.

2—6.9. GROUP VELOCITY. Consider the case of a transmission line. Because

of its dLtributed constants , the phase — shift constant is not directly pro-

portional to the frequency. Therefore , waves of different frequency do not

move along the line with the same velocity. Rather , the wave of hig hes t

frequency moves with the greatest velocity. In B, Figure 2 1 6 , the

transmitted waves f
1 and f

2 
and the resultant wave , F, start with the rela

tioriships shown in A. However , at a later time , t2, wave f
2 has  tr ave led  a

d i s t a n c e  d
2 

but f
1 has t rave led  a shor te r  d i s tance  d~ 1. Thus, the phase of

has shifted behind that of f2. Whe n f 1 and f~ a re  added , t he r e su l tan t

wave, F, has its maximum amplitude at a point different f rom that on an

ideal line. Its envelope , denoted by the broken line has progressed a dis—

tance , d , now greater than d or d - It has thus moved farther and fas
g p1 p2

ter than either of the component wave , f 1 and f2. The velocity of the en—

velope is the ~~ oup v eloc ity of the complex wave.
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ihe ] r ,~~p ~ii l u C i t y  is a l w a y s  g r e a t e r  than the phase velocity of any

component of the comp le x wav e on a tr ansmi ssion tine (for wave guides, the

reverse is true ). Although the group velocity may be thought of as the

v e locity of the envelop e of the wave , it is not the velocity with which the

i n t e l l i g e n ce  is  co ve /I- I by a comp lex  s i gna l, such as an ampl i tude modulated

carrier . The intelligen c e is conveyed by the sidebands , at a velocity which

-is the phase velocity of the sideband components. Neither the energy of the

W i l l - , nor the i i i  i - I  I i p i c c e  it repre er it s, can travel faster than the fastest

component it the wave . For s im p l i c i t y ,  the attenuation of the wave has been

ignured here; attenuation does occur , however.

2—6 .10. A V A I L A B L E  G A I N .  Consider , once again , the two—port network of Fig-

ure 2-7. Maximum power from the source, with internal impedance Z~, w i l l  be

transferred to the two—port if the input impedanc e of the two— por t  is

where Z
~ 

denotes the conjugate of i~~; that is, for maximum power trans fer ,

if 1s = R
5 

+ j

then Z. = R — j X (2— 1w )
in S S

The maxim um ava il ab t e power is

1
~~ 

= E 2/4R~ (2-18)

wher e E is the open—circui t generat or rms voltage. The power delivered to

the b i d , 1V w ilt also hr maximized if the output impedance — i.e., the im-

pedance loo kir i d i t -i from the output po r t  — is conjugate to 1L • If 
~a2 is the

~~~w e 1  delivered to the load un der such conditions , the n the avai lable ~~~~

is  de f i ned  as:

-1 
-

-a-- - -~~~ -a - - - - a - —  
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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q 10 log 
~~a2~~a1~ 

(2— 19)

2—~.11 . POWER GAIN. In  practice , the conjugacy requirements are not always

met . Then , if p
1 

is the actual power delivered to the input—p ort and is

th e a c t u a l  power delivered to the sad , then the power ga-i n of the two—port

is defined a.:

g = 10 lo~ (P~/P1
) (2—20)

Cl edr ly, the power gain is equal to the insertion gain when the input im-

pedance of the network is equal to the load impedance connected at the out-

put of the network.

2—?. MODELING AND MEASUREMENT OF NOISE SOURCES .

2—7 .1 . EQUIVALENT CIRCUITS OF THERMAL NOISE—SOURCES. All resistanc es in a

circuit are accompanied by thermal noise. The available power of a thermal

noise source at a temperature , T°K, in a bandwidth , B, is

= kTB (2—21)

w h e r e  is the Bolt zatian constant , equa l to 1.37 x io 23 
ergs per degree , and

the temperature I is in degrees kelvin. For modeling and analysis , a noisy

resi stor can be replaced by a fictitious noiseless resistor of the same

value , along with an equivalent r iois ~ 9~~erator. From equations (2—17) and

(2—20 ), ii is evident that th e equivalent circuit of Figur e 2— 15 w iL l suf-

fice to modeL a noisy resi stor , where the mean square generator voltage is

proportional to the resistance , to the absoLute temperature , and to the fre-

quency b-ir-’Iwidth in wh i ch the noise voltage is measured.
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~~~ tw o noi sy re sis to1 , R
1 ar i u j R2, are connected in series as shown

in A, 
~‘gur~ 2—1~ the equiva~~0~ C i r c u j i t  showui 

~n B is Obtained . When two
no u-y  resj to, 5 , k 1 ans i R?, Ire connected in p ar a ll el as shown in C, Fj qur~

the e qu Iv j f1 .t - 1~ C i r c u i t  tio w~ 0 is obtained In generaf it can be
shown th at for ~ tw o_ ter mi na l r es i sti ve network having al l resi stors at the
same temp eratuj r the mean square open c ir cui t noi se voltag e is d ir ect l y
pr oporti ona l to the value of the in p u t re sistan ce regard(~ 55 of the inter-
conne cti ons betwt0 ,t-1 th u re sisto rs in the network .R eju t j~ 4 e l em en ts — name ly the indu ctor and the capaci to r do 

~~
t o  noi se in el ect ric al syste~ 5 However the ir presence does af-

fe ct the frequency response and th~ equ j V a(~~~~ Open, cir cui t voltag e of the
rIojS4 , source For d two termi nal d e v ic e con si sti ng of passive linear ele-
me nts , u, L, and c, hav in g  a dr i v in g po i n t  impedance Z(f) R(f) + jX(~~
the m I - ill square c ir cui t noise Vol tage is a sma ll frequency band, 6f, is

4k TR(f)~~f 

(2-22)
2—7 .2. NOISE TEMP ERArU RE 

Temperature is the fundamentat parameter of ther-
rnal n o i- .4. - the mean square VOl tag e is d ir ec tly Proportional to the absolute
temper~~0 of t he flO~~~’,ia source Ih~ concept of noise t emp er

~~~~~~e is Used
Ifl char 11 tsr,, 1,1 1 other noi s4 - SOI)U(q

~S a- nonth erm at etc. — as we l l . If a
giver, noi se 

~oI)r(~. produces an Iv a it af ~te Power Na~ then the equiva(~~~ noise
t emperature T~, of th is 

°~ ‘ce is 1 i iV e n  by:

N

(2-23)where 6~ is the fru qu4 ri~ y in t er va l  o f  i nt e re s t  It  ShoUld be noted that the
no~~5 f u m p e r j t 1 ~1 

~0t - a ther ,nat nois e Source is it s ph ysjc~~ temperature ;

- -  

-a 
-a - -__ -
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for any other noise source it is -,imp ly a measure of the available noise

power , and is not iel) ted to it s physical temperature. From equation

(2—22), it s h o u l d  be evident that noise temperature of a source can be fre-

quency dependent. A l s o, i t  s h o u l d  be noted that the concept , and use, of

noise temperature is not restricted to noise sources alone; for example , the

noise power measured at the output of an amplifie r can be characterized in

terms of an equivalent noise temperature.

Another concept used in modeling noise sources is excess noise

t emp~rature. This concept is e- ;pecia ll y convenient when handling systems

operating at room temperature. Excess noise temperature measures the

difference between the noise temperature of the source under consideratio n

and the noise temperature of a thermal noise source at standard or room tern—

peratur~, which is conventionally taken as 290K.

T 1 — T  (2—24)
e S R

where T excess noise temperature

= noise temperature of the source

reference noise temperature 290K = 17°c .

2—7.~~. EFFECTIVE INPUT NOISE TEMPERATURE. The noise power at the Output of

a two—port ne twork consists of two components: the power due to the exte .nal

noise source (noise along with the input signal ) and the power due to the

internal noise sources. In a tr Ill -mission system , consisting of a cascade

of two—port networks , it would be cumbersome to treat these sources of noise

separately or to repeatedly add the nois e powers to compute their cummu la—

t iv e effect. The Si t ~~ t t ion is sim pl i t i e d  when the noisy two —p or t  is re-

p t - i ced by an e q uivi ~ ent noise tre e two—port along with a fictitious noise

source ~ut the input swh that the noise power characteristics at the output



2 -
~~~~2

term ina ls are retained. The nois e power of the fictitious noise source is

specified in term , of effective input noise temperature , which is that input

source noise temperature which , when connected to the noise free equivalent

of the two—port , produces at-i output noise power equal to that of the actua l

network connected to a noise free source. The concept of effective input

noise temperature is illustrated in Figure 2—1 7. In A, Figure 2—1 7, a noisy

amplifier with noise free source (T
s 

= 0), and output noise power NaOF is

shown . Figure 2—17 (B) shows the noisy amplifier replaced by a noise—free

amplifier , with the source tem peratur e now equal to T .  Thus, the effect~ ve

input noise temperature is a measure of the noise in a two—port when re

ferred to the input termina ls. If the device is noiseless , J~ = 0.

ao
g ~ B
a g k T Ba e

T
5
0 

N

(A )

N —
aOg B

a~ g k T B

N — Oa

(B)

Figure 2 — 1 / .  i l l u s t r a t i o n  of e f f e c t i v e  noise temperature concept:

A. Noisy a m p l i f i e r  B. Noisefree equivalent.
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2—1.4. NOISE FIGURE. Instead of using th-~ effective input noise temperature

description , the conce pt of noise figure is often used to descri be a ~wo—

por t network. Thermal noise , because it is so weak , is of concern when a

circuit Contains considerable amp l ification. An absolutel y quiet amplifier

would amplify equa lly both the inpu t signaL and the thermal noise at the in-

put , and wou ld therefore not change the signa l—to—noise ratio. However , am—

p1 i fier s a t w i y ;  co n t r i b u t e  some no ise  of  their own. The quietness of a

t w o — p o r t  n e t w o r k  is measured iii terms of its noise fi gure. The noise figure

of a t w o — p o r t  is  the number of dB which the noise delivered to an output

circuit is greater than the amplified thermal noise from the circuit con-

nected to i t ;  input. The term noise factor is applied to the power ratio 
-

corresponding to the noise fi gure. One cause of noise in an amplifier is

the thermal noise in its input resistance. Figure 2—18 shows an amplifier

having an input resistance of R 1 connected between two circuits of resis-~

tance R. If the impedance of the amplifier input is designed to match that

of th e circuit , that i s , if R
1 

= R 2, the noise in R
1 

which is amplified by

the fu l l  gain of the a m p l i f i e r  i ncr t -a- ,e-, the noise delivered to the output

circuit. The amount of increas e w i L t  be 3dB. However , if R
1 is made very

laJ U (J4 , t t u ~ noise is pr a ct i a ll y el iminated. Thus, by deliberately mism it ch—

i n l l  th ~ amplifier impedance to the input tine , its noise figure is improved .

Noi se figure , o f F is related t o  effective input noise temperature as fol-

lows:

1 + _e (2—25 )
TO

where I u s t h e  effectiv e input noise temperature and T0 
is the standard

tempe r - i t ure.
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2—7 .5. MEASUREMENT Of EFFECTIVE INPUT NOISE TEMPERATURE. The effective in-

put noise temperature of a two—port network can be measured by using the

basic arrangement of Figure 2—19 . Either one of the following two methods

may be used:

a. Ca l ibr a t e d noise source method: In this method , two output power

measurements are needed when the inpu t is a calibrated noise source. The

first measurement is taken with the no i~ u - source turned OFF. The noise tem-

perature , I
~
, of the source dur- to i ts t erminatinq resistance is known . In

the second measurement , the noise -~ource is ON. The noise temperature , 12,

of th is source is known. If p1 and p2 are the output noise powers in the

first and second measurements , respectively, then the effective inpu t tem-

perature of the two—port can be calculated from :

p
2

I — — T
2 p1 1

T = ~~~~~~~~~~~~ (22 6)

p1

1 . C a l i b r a t e d  input source method:  This method also requires two Out-

put power measurements to calculat e the effective inpu t noise temperature.

The input consists of a calibrated signal source whose internal impedance is

assumed to be at room temperature. If 
~a 

i s the a v a i l a b l e  power of the

source , and p1 and p2 are the outpu t noise powers with the source OFF and

ON, respectively, then the effective input noise temperature of the two—port

is given by:

I = —-- -- -  - I (2-2?)e p 2 0
kB ( - 1 )

P1

w h e r e  is the .ib ol,jte room temperature , k is the Boltzman constant , an d B
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is the noise bandwidth.

The measurement of the noi se bandwidth in equati on (2—26) is not easy.

Thus , method (a) has an advantage in that the determination of noise

bandwidth is not required . It should be noted that Noise Fi gure  can a l so  be

determined by usin g any one of the methods in paragraph (2—7 .2) and equation

(2—24) -

2—7 .6. NOISE MEASUREMENT ON TELEPHONE CHANNELS . In the desi gn and operation

of  v o i c e  t r a n s m i s s i o n  s y s t e m s , a knowledge of  the absolute magnitude of the

average noise power is not enoug h. The interfering effect of noise on an

ave rage  te lephone subscr iber  must be known and remedied. This interfering

effect can be twofold: its presence can cause annoyance to the subscriber

and/or it can render the transmitted message uni ri tel t ig ib i t. Both these ef-

fects are functions of the frequency and magnitude; that is , one frequency

may be more disturbing than another even when both have the same magnitude.

With a knowledge of the relative disturbing effect of various frequencie s,

necessary  steps to reduce the i r  e f f e c t  can be taken. By attenuating the

various frequencies differentl y during transmission/receiving, the subse-

quent interfering effects can be reduced .

a. Noise meters used in voice transmissi on contain a weighting network that

a d j u s t s  the relative magnitude of noise powers of d i f f e r e n t  f requenc ies  in

accordance with their relative interference in the reception of speech.

This wei ghting parallels that designed into the telephone instrument.

Based on empirical data , the weighting scheme for different telephone

sets may be obtained. A commonly used scheme (for 500 type sets) is the

C—m essa~e ~~~jhting, whose characteristic is shown in Figure 2—20. The sig—

n i f i c inc e of this curve is the following : it shows the relative disturbing

.
~~~~~ 
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e f fect of different frequencies -a For example , a 200—Hz tone will be 25 dB

less disturbing than a 1000—H, tone. When n o is e  is  measured using this

scheme , the 200— H, tone w i l l  be a t t e n u a t e d  25 dB more than a 1000—Hz tone by

t he  no ise mete r ;  t h i s  a t t e n u a t i o n  is roug hly equivalent t o  that provided by

th e 500 typ e telephon e set.

b. The commonLy used noise met er for telephone channel measurements takes

t w O  th e r ob je c tive factors into consideration which affect an average

t e le phone  s u b s c r i b e r .  The first factor is how two  d i f f e r e n t  n o i s es  con t r i -

bute to the interference; the second factor is how the transient response of

the human ear modifies the effect of noise. It has been experimentally

found that the human ear does not f u l l y  apprec ia te  sounds that are shor ter

than 200 milliseconds. The noise m ea suring set must therefore distinguish

t e t w e e n  sounds that are lonc)er than 200 milliseconds , and those which are

shorter . Iii summ ary, the noise r n- t er used for measuring noise in telephone

chanr uel .s has three specialized c h a r a c te r i s t i c s :  frequency wei ghting, power

addi t io n, and t r a n s i e n t  response.

c. In me a - IJc u r q  noise over voic e ci n uit s , a noise reference and a tcil e of

measur ement is isr - d This reference is establ ished at 10 12 
watts or —90

dBm at 1000 Hz. The readings are expressed in decibels above reference

noi- ~- , ab b revi ated dBrn . When the C—messa ge weighting network is used , the

abbr e v iat ton dbrnC is commonly used to indicate the noise level. For other

net wo rfr- ., the wei q htin q scheme used should be specified. When the noise

readings are referre d t o  0 dB ftP, the abbreviation dBrn0 is used . When

readings i n dBrriC are referred t o  0dB ILP , t ti e notation dBrnCO is used .

F i g ure 2—21 pr ovid i - - in easy method for conversion between the various nota—

i (ins di sciis ed.

4 -
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1. Ihe i n te r n a t io n a l  St - a n (j)rd for  no se f requency w e ig h t i n g  d i f f e r s  f r om

that  u - e d by t I l l -  Uni ted S t 1t  es. The lo t  e r n a t ioni l  Telegraph and Te lephone

Consult a tive Committ e e (CCITT ) has set a diff e rent standard for noise meas—

11 i- mI-r i a r t  w e i g h t  ing. A c o r d i n q  t o  CCITT , noise is m easured on a psophome—

ter which hi S a specified frequ enc y w e ight ing circuit. The t er m

i I )p ho m i-t r Ic v o t t v je is used to ref er to the rms weighted noise voltage at a

point and is usua ll y expressed in m i l l i v o l t s .  S i nce average noise power is

used more ofte n than noise volta ge in design calculations , the psophometric

voltage is conver ted into an equivalent average noise power delivered to a

600 ohm load. This power is often expressed as picowatts psophometric

(pW p) .  The r e l a t i o n s h i p  b e t w e e n  psophometric noise voltage and average

noise power is:

pUp 59Eh
~
0
~~~~!J~~ 

V ) 2 
x 1 ~

6 
p i c owa t t s (2-28)

2— ? .?. IMPhj L~;E NO II E M E A S U R E M E N T .  The e ffect of noise on a di g i t a l signa l

is q i i t t - a  different from that on an analog signal. Fo r e x a m p l e , the annoying

hiss d ii- to thermal noise in a v o i c e  s y s t e m  is of no cons e q lli-rIc e in a ti ~i

ta l system until the amplitude of noise approaches the amp li t u ~~- of the

puL - .-s . However , the e f fect of spurious impulses appear ing in a d i g i tal

tr an smi- ;sion system can be qu i te  consequen t i al .  The in t r o d u c t i o n , or the

it t er atio ri , of a bit in the bit stream can alter the contents of the entire

me-sage when i t  is  receiv ed and subseq uent ly  decoded.

Im pul se counters h ive been designed to measure impulse noise. Depend-

ing upon t h e  amplitude of the pu lse being transmitted , a lower amplitude

Lev eL (tlini- sho ld ) can be set on th e counter so that all impul ses above the

t hreshold i p p e lr in t q in the system are counted. The dis trib ution ut  the am—

-
- 
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p h. it ude of the i mpu l. se s can a l so  he obt~ i red by ~et t i ng several threshold

leve l s simuLtaneously. A timer (capable of timing inter val s ) s also in-

cluded in the count er to measure impu l se noise in a given time interva l . In

a t y p ici impu lse c1unl ter for measuring impu lse noise in the voiceba cid ,

t hr e- ,h~ Id t e v i - I s  ad) i ,  table in 1 d8 steps from 60 t o ~IO Itbrn w i t h a choic e

of t l a r  m i  n at i rig i n ip i l I mpedanc i- an - a i u t  ab I e . The 15— arI d 30—minute mea sur—

ing int - r~~j~~ are com mon ly used for voic e circuits.

~~~ EFFECT iVE TRA L’~SM1SSION .

The purpose of a telephone c i r c u i t  is to convey clearly and intellig i-

bl y to the desi i n a t i u n i  the message produced by the source . Therefore , to

obt - nn j  n e i l  picture of the transmission ability of any telephone circuit ,

it i S r ec e s - -iry to tdi ’ i into consideration the loudness or volume received

over th e circuit as w e l l as the distorti on , nois e and side— tone , etc. which

accompany the message signal. The best measur e of telephone transmission is

i measure of the c i r c u i t s ’ a b i l i t y  to perform this task. Methods of doing

t his h av e been developed , arid the data thus obtained have been called “ef-

f-- cti v e trr jrsm ission data. Some of the factors affecting the quality of

t r a nsm iss ion  are descr ibed below.

?—~f .1 . RECEIVE D VOLUME -a The f u n d a m e n t a l  task of a transmission system is to

conve y the prope r si gn ut  magn i t ude  it the receiver. The re ceived volume at.

th e de sttn at oni depends on several things. The conversion of message into

an e l e c t r i c a l  si gna l by the transducer , the amp L i f i c t ion and fre quency

sele c t i v i t y  of intermedi a t e c i r c u i t r y ,  and the att i-n u a t i o n i  in the trans m is—

5 i on mr- I i tim a r e  some f t he f 11 . 1 ors a f l - c t  i ri g received volume. In the

Dr go and operation of swh system- , therefor i-, proper s teps  to insure ar~

a l e g ij it  i s i gna l  strength at the r i ce l ver should be made -a

- 
-
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2—8.2. NOISI . Each of t i t i -  c i r c u i t ;  con ini ecti nig the- source to the destination

contributes some noi se th a t is transmit ted to th e receiver at the destina-

tion. In tele2hone transmission systems , a standard limit for the total

noise r eic h in; the te li-phon e from ii I cir c uits in connection is established;

such as 28 dUrnCO for a 60 mile  sho r t—hau l system and 34 dBrnCO for a 1000

route mile tong—haul system. The allow able mean noise for a system of other

lengths is then directly prop ortional to the length. Room noise at the

t i l i - p hor i- toc at ion at so cont r ibut i s noise that effe ct i vel y adds to the in—

terf i- renc e rec eived from the c i r c u i t s .  O t h e r  sources of noise in a tele-

phone conn ect ion are: local loops dod trunks.

For transmission purposes, a noisy circuit is equivalent to a quiet

circuit whose loss is greater than that of the noisy circuit by the amount

of the noise transmission impairment. Even with the normal limits of noise ,

the actua l noise transmission impairment amounts to several dB. However ,

noise transmission impairment has been taken into account in setting

transmission standards and can be ignored unless the noise exceeds the nor-

mal limits. For eng i reeri g pu rposes, the noise transmission impairments

are merely the additiona l impairments arising when noise is greater than

normal.

Room—noise transmission impairmen ts are very small over a considerable

range of room noise , because of the tendency of the listeners in noisy loca-

tions t i  clamp the receivers more ti ghtly to their ears and to cover their

transmitters with their hands when lis tening . Room noise imoairments become

large only in ve ry  no isy  l o c a t i o n s .  In the absence of more concrete

methods , it is recommended that the t ransmission i mpa i rment at a telephone

in an excessively noisy location be recognized to be 5 to 10 dB worse than

a t  a t e lephone in i lo c a t i o n  of normal noise.

- -- .— . .  
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In digit al trans m ission systems , the tra n smission impa i rment occurs

~h f-r the amplitude or phase of the s i g n i u l  is changed by noise energy of suf-

ficient ma gnitude to cause the receiver to make a wrong decision . The nor—

itl al limit for noi sr- in sut . t systems is specified in terms of si gnu 1—to—noise

ra t  i-s t in ba. ~ ground noise and the number of impulse counts above some

thr e s h o l i over a spec if 1 t imi- i n t t -rv al for i mpu l SIr flOl se. These limits are

based on the dat u bit error r a t e  ac ceptab le to the ho er  of the system .

2 8 . ~~. DI S TORT ION . A s a si gnal p r o p u l a t  -s  through t he  t ra n s m i s s i o n  s y s t  em ,

it s amplitude is - it t i ~n i j i t i - i 1  i r i l  i t s  ph -u se is ~h i f t e d _  For the signal to be

tr a n smitted without dist or tion , it i s  necessary th at each frequency com-

ponent be attenuat e ) in the same proportion , and th at the phase of the com-

ponent waves be shi t t - d  by jrn~~~j rt s directly proportional to their frequen-

cies. Fig ure 2—?~ it l u s t r a t i a s  I t -  motion of an undistorted signal. The

ic t t i - t L ru- i n A repri-sents a 500—H, toni- with an ampUtude . of 10 v o l t s .

1k. dot —ar id—d ash I m e  repre t - nit s -J 1 500—H , tor n- with an amplitude of 8

vol t - - . Ito - sol id line r i - pr i -s e it t - - t h i - re- il tan t input transmit ted wave which

us cijmpu -~ -d cal 500—H, arid 1 500—H, w i v e S .  Figure 2—?28 shows the sam e w a v e

a i f t i ~ it  re . i- i v i- c i . A t t e r j j t j o r u  i n amplitude is assumed to be 50 percent.

A -u result , the 500—i-i z wave , shown by the dot ted line , now has an amplitude

~f 5 vo lt a as compared with the 10 volts prior to transmission -a Similarly,

tt r -  1500—Hz wave is a tt i -nuiu te d from 8 volts to 4 volts. The resulting am—

p 1 itude of the rio ei v e d wave ha~a been at tenuated; but n o t e  that its shape is

jna lter .-i . Note also that the 500—il, t r ~~- , i n  B, has had its phase s h i f t ed

I~y art amount 1 s - ea rn ed  t o  br 3Q0~ Thu 1500—Hz tone must have its phase shi ft —

ed by 11) in it l i -n that th i - pha s h i f t s  have the - ann - p ropor t ions  as f r e —

gu i - r I . i t - s .  T he phase of t hi- ri -i . i-i vt-i l wave is also sh i ft i - I , but the shape of

r the s i  h n I i t  r e m a i n S  th e s-inn - .

. .  -_.--
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In ic t u u l  t r an en i s o  ion s y s t e m - , riot all the ft c-quenc y comporien t o -ire

att enu ated by the sir n e amoun t and r o t  a ll the components are shifted in

ph aa t- tb - u t i -i proport l i r l i L  t o  their treq aeni c irs . Both  these eff e cts are re—

h i - l t d  in the phi - arid f r i - t u r- r l cy r i - ~~pOnse ch a r a c t e r i s t i c s  of the system or

eib~ system s. Thi .- v i i  i i t  o r  in th i - arnpl it iii- - u t t e nu a t  ion as a f u n c t i o n  of

is called ft i-qu er y d i ~Iort ion -rd t hi- dev i a t i o n  in t I -  phas e

c ~u ic t i - n  is? i c - from t lii- lu , i t - ab l e  i - - c u l l ed phase di stor I ion, The va r  i a -

tort  of ii i eniuat ~~j i wit ti f r i - gu i -t ic . y fo t a typical transmission line is i I lus

i t t  i - I  iii g u r  2— ? ~~. Mu tt- t I e 1ev i a t ion 1 the act j i l attenuation from

11. i n - - i c l . ur , c i i - r  i- ,t iu ~. Due t o  t h i s  d e v i a t i o n , a change in the shape of

P t -  N ~ rn i t  t i  ~ ii - f o r  ii II f t  kr p t ace  h i-f a ct - i t  i - _ recc- i tied. This ~ hOriqe

j r  -.1 1 1 .- u m pI l i — s a . 0 1 1 4 -  i n  t t i -  corn ; i - r i I n ego -n c it - - ; , and the re fo re  im-

p1 ii- _ 
~u ri it t i - r u ’ ii r hi- In .u sm i t  t i- i t mi- age, i t -  va r i~ t ion of phase

i ft w i t  h f r -  - I i t  -i i n  . - r n  i - ., i - ~ r I u - i -  I -- i I l u s t r  i t - i  in F i qure 2—24.

015  1 / 0’ ii ii -i a I I ~ rn ih i-  - l i - i t  pha- _ e — s h i f t  c h a r a c t e r i s t i c s

— i~~S’~ u .~~~- — n  ~~
‘ - i  i r  II t i ,ir s m l t I - i  s i u t n u l  ~-i i-f o rrn prior to its be—

- - ‘- ‘ t i c - i , I h i s  f e~~~~~b ‘ log I l i s t , ,  t I i f l. Di s t a r t  i on is an i i r po r  t a r t f - i c —

c a r  , P P . -  - n n i l  ~~i g .
~ i t y o P 1 r it  ,m - - -

-

~?—8.4. IN T F .RMODULATION . All t r i n l s i r l l o s i o n  rn i-d ia a r e  c h a r a c t e r i ze d  by at—

t i - r o a r  I i i , t he 4 ’  ~ - o s  i ~~i -  i t -  n . - , ’ .t- ri s i g n - u  powe r w i t h  d i s t  at e .t- . To in - a

- u n . -  in 1 i . g u  i t e  5 gr it — 1 1 , — riO t 5.’ r i P  i . u 1 hr - i j q t o i t  t t i e - , y t  i-in , the signal is

r i - p e t t e - t I  y im pl i t  i t- - i  i ,  i t  p1 p - i - ; - i t  - - _ t P r  ocagh the transmission m u - ili um .

I t e - _ i’ i f ’  i - i  r i -  i - i ?  •- .irn~. P t a r S , - a t i - I r • - p.- . u t  en s , i n -  p-i —n i l l y o ç l i - r a t  — i l  in a

I tn t -dr r . - u ~ r Qt  I 0 . - I n  li p . ’ ~~~~u . i p a t  - u n u L I . - r  i~~t ‘I (  , . Huw t—v i-n , excursions of

Si p -a l i n to  t . .- ow L l a i r  ni - gio ru i t  I t t - i- l i -vices is p os sible , and does take

place qu I t i-  o f t  i-n . Wh en this happens , In 1-q ueri c i e-~ n i - S i l t  i ng f r o m  the  sums

r and di I ft- n i- n t- S o f  I Fi t - y i n  l o u -  f t .-~ i ui -n i . y cu) m r ) )ni er lt of the message signal

-~~ . -  ~~~~~~~~~~~~~~~~~~~~~~~~~~~ - a -  a- - - 
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- ire puni t a rat io l . i h i - , phenomenon is termed intermodulation . The intermodul a —

t ion eff e ct is unidi - s i r ul,l i’  arid c a rt  hi- qu i te  di sturbing.

?--~.5 -a FCHO FS . Ito - t erm echo , u .  i t - , name might imp ly, refers to the re—

f t  ec t ion of a wave from porn , t - - i n t he  t ransmi so ion med i am. This reflected

1-rie r g y, th roug h ar np l i f icat ru nt , may n i - ,ui .h -J certain point with s u i f i c i e n t

m agnitude and time delay such th at i t can not be distinguished from the

dir e ctly transmitted wave. This effect can seriously impair the data

transmission capabiliti e s of -i g iven channel by causing excessive err o r

rates if the amp t it i ji j i and time de lay of  the reflected signal are signifi-

cant with respect to the transmitted signal. In voice transmission , echoes

can be q u i t e  annoying to tht- telephone usi-r-o . The principa l causes of

echoes in wire—line circuits ace impedance mismatches in the system. In

order to remove t~ch oe- ., Ihe ri-It ec ted siqni a t .s are severely attenuated by the

use of what are c a t L t - r J  i-c ho suppnt~ sours -

2—8 .6. CROSSTALK . Or i l i n l u t l y  a n y un i d i - ired speech heard on a circuit caused

by speech over another telephone circuit was called crosstalk. The meaning

of the term has been broadened to include undesired signals in any commun i-

cation channel that orig inates in -another associated channel. Crosstalk is

considered to be a transmission loss and is undesirable.

Parts of complete communication circuits that are physically close to-

gether are us ia t t y coup led by m aq n i-t ic and electrostatic induction to some

Th i s (du st - - , or q n u u l s  in one circuit  to produce undesired signals in

anot hen c i N u i t . Siju Fr coup Ii rig c o o  Id , t h e o r e t i c a l l y  be eliminated by corn

p t i - i  i - l i - t I n  i ca t  oh ic Id ini g , but I his is a ,ua It y imprac t i  ca l  . In a mutt icon—

duct o r cab le  th e pairs art- t w i s i t - u i  w ith respect to one another so that the

ilt ernat i- positive—negative coupling leaves a net of near zero. When sys—

- . 
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F U N I A M E N T A L S  OF TELEPHONE TRANSMISSION

~-1 . GENERAL -

The tna n srn is s i ian, of -.pt-e h ov en telephone f a ciliti e s is the most wide-

ly known form ,f tr ar i o n nis- ,iuri . V o i i . t - f requ ency - , ;nir .it s are transmitted over

the niom i ri o t 4 Hz voi . 1~ F io n i r , t  I . I F in otag h m u l t i plex i rug tec  hni i ques man y voice

c hanrit- l - - art- omb i r u - ri to to n m wi di-barid si grid Is for t rarism i ss ion over the

l o n g — d u s t  an ,J . i- network The - ,t - wi cli - li ut u d fa c it i t i es also handle wideband sig—

n j t ~~ such as t * - I e v i s i i , r u  v i di - o. Na rrowh and s ignal- ;, suc h as telegraph , may

also be combint -d toq t athen fur t r a n s m i s s i o n  over 1 single 4KHz voice channel .

Thus, marty of the factors alI t -c t m u g  the generation , trans iuu is sion and recep-

tion of voice—frequency signals over the existing telephone facilities also

have a bearing on the transmission of other signals over the same faci l i—

t i~ a

This si— cti oni ui e s crib i- o the ge n ii -n a t ion , transmission and reception of

telep hone voic e— f n t- quai- ncy siqri ata , tht - basic limitations and probl ems en—

Coun t t.-r ed I ni t i - I ephone t ransm i - as ion , and the sotut ions Ii , some cat these

prob lems. The I n a n u s r n i s ; i o n u  of di sc rete — —time s i q n u a l - ~ (di g ita l ) over analog

t el t -p t i onu t—) t an _ i t jt j t s  is a t  so m tr o u l u i c i- i l ,

~--2-a TELEPHONE IN~;TRUMENT

The telephone set provides the int e rf a ce for transmitting and receiving

voic e , arid can p ru v iili- the tnt i -n f ace for tr ar~-,m ittin g and receiving data

over a le t  i-phone net work -a Ito- tel ephone ‘i- I  ~S composed of a t ransmi t te r , a

receiver , and additional circuitry fu n equd lizatior % and signaling .

- -
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3—2.1. TRANSMITTER , flue t r a n s m i t t e r  is e s s e n t i a l l y a t ransducer  that  con-

verts the acoustic energy into art electric signal . It is composed of two

electrodes: one electrode u s fixed whi t e the other one is movable. In most

1 the t in - s e n t  day t i - l i- phone set  -~, the two electrodes a re st . para ted by car-

bon qranuu l. e s. The c i - ,  r o t  anuci -  bet w i -err  the i- I cc  t rode- , due to the carbon gran—

uI t a o  ca t ,  be ~ar i ed by cha mig i mu g the p o si t i o n  of the mov ibI e e lec t rode .  When

he F an u i  se t  i r ernov ed t i -urn t lie c rid  It -  ca r hook , a d c pot  ent i a I i s appl ied to

t he  t-l i— ct n odes, ct- s u i t t i rug i mu a du c a r  rent bet ween them . During conversa—

two , t lii- ui .oUst ic waves c o l t  idi ’ w i t h  the nn ov ab li - electrode ; the vibration

i f the electrode causes the cesi st a r ui .e between the e lec t rodes  to vary ,  thus

p ro duc inu u~ a current w h i c h is v ury irug in amplitude in accordance with the im—

pri- - - t -i f aC (JIjS t i c w,a ij i -s  (modut it ed cur r u- rut

c—? .?. REC E IV E R. ihe rec e iver is -aga in u t ransducer , and per fo rms the in—

-j ’-r Sr-- f j nu c t jon ’ of ttut- t n  oru - , m i t t i m  - The m odu la ted  cur rent  rece ived  is passed

I hr u , u a r l t u  - ‘  w i nd  t rig r r l i a j i u t  i-il ca nt a pu-n rn - it t- n u t  magnet, flit- vim ying current pro—

-i v .ar y i n l r )  u~ u g u i i - t  ic f i t - l i; I Fi t u t t u - r m l m t e  i n c r i ’ i i ..t’ and decrease in t I e

i- p t - n  in. f i t li i  cjU5e a a d ~ p hruqin , rir et i’ of a magno t ic m a t e r i a l , to move.

This movement of the diaphragm produces acoustic waves similar to those pro-

duced by t h i - t u l k i - c at the distant telephone -a The transmitter and receiver

el f i c ienu ies ire noedsured , respect ively , in  terms  of how we ll the acoustic

energy iS C r ,nu v t - n  t i- i l  i n t o  to t- e l e c t r i c  signal , and vice versa. These effi—

c i  i-eu ji - , ant- i rut i-n — dependent and have -i s i g n i f i c a n t  bear ing on the overall

lu l l l i t  y o f t ri r i sm i s s ion .

‘a -~/.3. SiDE—TON E . The t ac t that the n e ceiver and transmitte r in the

P a r d  ‘,, I are corinut - r . t i-ri to the same p a  i r u I w i ru- causes  the talker to hear

- - -~~~~~~~~~~~~~~~~~~~~ -
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h i s  own  voici- throu gh hi s own r ec i- i vt .-c . Such “feedback” phenomenon is

ci t  led sidetone. Clearly , the amount of sidetuj ne must be controlled , but

riot eti mrn u. a t ed, ‘, rn tc i - t-ir p i ric al tes ts indicate that some amount of sidetone

u s  i-’s - u - m u t  r a t  to u’,i- n  ‘,,a t 1 s f a c  I iu) ri  u l u i n  i r ug a telephone co r i ve r ’ a t  ion. W h i a n ,  the

- i c i e t o n e  lev i- - I is hi g lu , the norma t. ni- a ction , of the t a lk e r  is  to I o w i - r  h is

volume , t t i ,  reducing the output level of the transmitter. If the sidetor ie

t i - ve t  is low , the conversation sounds unnatural , and people tend to talk

touaii l y. Anti—si t u -tone c i r c u i t r y  is incorporated in the telephone set to

control the amoun t of sidi--ton e introduced and the dc path between the

t r a n s m i t t e r  and the r e c e i v e r  is a l w ay blocked by using capacitive coup ling .

~—2 .4. DIALING . The dia l ing signal to the central offic e is also generated

by the t i-l ephonu i - set . Tw o types are in current use; DC and tone. The DC

dial pu l ses are generated with i n  the set by a switching mechanism . The iii .

battery current whi c h flows from the local central office to the

subscriber ’s telephone set during the off—hook condition is interrupted by

the c los ing and opening of a switch in response to dial ing . Thus, pulses

are formed as each digit is dialed by the subscriber. These dial pu l ses are

used for address and control information at the central office. fl-re tone

dialing signals -are generated from a group of audible frequencies; -a pair of

frequencies is generated to represent each dialed digit - a This form of ad-

dress sig na ling is called dual—t one mult i—fre quency (DTMF) dialing .

5—2.5. 501) D-a-TY PE TELEPHONE. The telephone sets designed in recent

years——e.g., 500-a-type telepho ne sets——have additional circuitry incorporated

in them to improve the frequency response of both the t ransmit ter  and the

receiver , and also increase the receiving and transmitting efficiencies .
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Equa l li; I ion u~ i n t u i t  r y, c om pr i i- ri of ha- , i c R, L, C elements and nonl i rica

resistors , is ,i- ,u’ri in thes e  Si ’t ’a to he l p make the speech volum e at the cen-

tral office arid at the i u ’ ,tomt-r ’s re ceiver le-;s dependent on the w im u - — p~ ir

lengt h . The nonlinear resistors (called va rist r; r s ) in the equalizing net—

work al’ ,u compensate for differ-r i c e -s in customer wire—pair impedances (due

to  v d r y i n g  lengths ) wh i c h  would otherwise tend to produce unbalance in the

sr— li -tone c i r c u i t .  A s c h e m a t i c  d i a g r a m  of the 500 D type telephone set is

shown in Figure 3—1 . During the on—hook condition , switches Si and S2 are

open t ; switch 53 , w h i c h  c o n t r o l s  the flow of the ringing currents across the

n i - c i- i v e r  arid the t r a n s m i t t e r , is closed; the voltage across the var istor V3

is therefore zero , thereby protecting the transmitter and the receiver from

ring i ng currents. When the handset is removed , switches Si and S2 are

clo sed . Direct curre nt from the central office on lines Li and L2 can now

flow throug h the transmitter , and open the swi tch S3, thereby removing the

- j,) rt— r ircuit -across the ri - ceiver. During dialing, the dial contact S5

opens and c loses  to f o r m  the dc pu lses for each dialed digit. These pulses

are transmitted to the c e n t r a l  off i ce for rout i ng and control purposes -a Al-

so, switch S6 is closed during d i a l i n g ,  thereby disengaging t h e  receiver.

V an istoi V3 help- . to  suappre ss clicks (pulses ) in telephone receivers , while

v a r i s t u m s  V i and ‘12 perform e qua l i ia tion functions described above.

3—3 . TELEPHONE AND INTER—O F FICE CONNECTIONS

The telephone sets of the calling and the catted parties are intercon-

nected via a switch or netw ork of switches. The pair of wires connecting

the ‘,ub ,criber ’s telephone to the base- rlu a ~ central office (DCO) is called

the subscriber loop. The DCO is ‘‘n r,ected to the commercial network by

inter- ’ ,t fi ce trunks -a The transmission objectives , defined in term~ of at—
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luwable losses , in terference , receive d volume , etc., for subscriber ~cops

and inter—office trunks ire allocat ed separately.

3—3 .1. SUBSCRIBER LOOP . The pair of wires connecti n g the subscriber ’s

telephone to the DCO form s the subscniber loop. The voice and signaling in—

formation betwee n the -,ub scriber arid the DCO is carried by these wires - a

Thus , the dc curr en t for the telephone transmitter during oft—hook condi—

t i on , thi—  ar~ rin g i n g  si gnal , the dial pulses or DTMF for address arid con-

trol , and the voice signal are all transmitted over the subscriber loop.

Clearly, the prope r design of the subscriber loop plant is of great impor-

tance. Satisfactory service require s that the loop plant be such that the

transmission loss does not exc e ed the l im i t ing  loop loss (which is t he  max—

imuim n loop loss p e r m i t t e d  in the given DCO area) anal that the du . loop resis—

ta nti .e does r i o t exceed the limits of the central off ice equipment.

The select ion of wire sizes and loop lengths is basic t o  the design of

sub-,criber loops. thi s selecti on i , d i r e c t ly a ff i - cted by the relationshi p

between the resistanc e- arid a t t i - n , u u t  u rn , t he l i m i t a t  ions placed on superviso-

ry sig n aling and tra n smissio n by mI tt- type of DCO equi pment , and the effect

of changes in ambient temperature - it t humidity conditions -a The basic cri-

teria used in establishing the wire sizes and loop lengths are the follow—

i nuj :

~~, Attenuation li m i t s :  lii i -; criterion falls under the category of

transmission d es i 4n i , where the attenuation of the message signal is con-

sidered . A reference frequency of 1000 Hi is used i n the United St~ es to

set the - , tani d anui- on th i- a t tenuat  ion l i m i t .

b. S ig na l ing  L i m i t s :  Th is  c riterion f a l l s  under the category of

resistance r .ies iqn , where  the dc volt ag e drop ( 1R ) of the line is an impor—
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tant cons idera t ion .  Most s igna ls  used in superv is ion  and contro l  are ac .

T hus , the 1R drop, wh ich is d i r e c t l y  proport ional  to the loop r e s i s t a nce and

concomitantly proportional to the loop length , is of consequence. If the

length of the loop is extended , the resistance R also increases -a A point is

reached where the IR drop is so hig h that the signaling and/or supervision

is no longer effective - a With modern telephone sets, supervision is usually

the limiting factor. When a subscriber goes off—hook , the telephone loop is

closed and a dc current flows - a This current is used to trigger a relay at a

switch at the central office. If the loop length is unduly long, the amount

of current flow would be insu f fici ent to trigger the relay in the desired

manner , thus making the supervision ineffective. However , where  such lon g

loops are unavoidable , loop—extender circuitry can be added (dial—pulse re-

peaters).

Since the percentage of time a customer loop is used by the subscriber

is smal l , line concentrat ion tec hniques are o f ten used between the customer

and the DCO. Thus , instead of having a pair of wires between each telephone

set and the DCO a concentrator  is used to connect the subscr iber to the OCO;

this allows many subscribers to share a limited number of tines to the DCO.

Due to this shar ing of l ines, the number of l ines needed between the concen-

trator and t Ie DCO is smaller than the number of subscribers connected to

the concentrator. This type of concentrator is known as a private branch

exchange (PBX) or as an ~otomatic PBX (PABX).

An important factor that effects the design of a subscriber loop is the

type of telephone se t s  used. Thus , design considerat ions involved in sub-

scriber loop design using 500—type sets are different than those for other

type s e t s .

— - 
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3—3.2. INTER—OFFICE CONNECTION -a The DCO is connected to commerc ia l  ex-

changes by means of inter—office trunks. The interoffice trunk migh t be

made up of one or more wire pairs carry ing a group of multiplexed channel s

or it could be a larger number of individua l pairs in a cable (one pair for

each trunk ).

On commercial telephone calls , several types of trunks might be in-

volved in a typical call completion . An interoffice trunk connects the DCO

to a com nmerica l end office ; another int eroffice trunk could connect the com-

mercial end office to another comm ercial end office; a tandem trunk connects

an end office to a tandem office ; and a toll—connecting trunk connects an

end office or tandem office to a toll office. Like the interoffice trunk ,

the tandem and tol l—connect ing trunks may be one ch annel  of a m ul tip lexed

channel group or an individua l channel. Interto ll. trunks interconnect toll

offices. These are almo st exclusively multiplexed channels over wideband

transmission media -a Figure 3—2 is an illustration of how these various

types of trunks may be involved in a telephone connection. It should be

noted that the symbols used in Figure 3—2 are standard symbols for various

offices— and trunk—types. In large areas , shown as area A in Figure 3—2,

several  end of f i ces m ay be prese nt . An add iti onal excha nge, c a l l e d  a “tan-

dem off i ce,” is used for switching lines between the various central of-

fices. In inter—city customer—to—customer connections , a toll—off ice is

usua lly involved (as depicted in Figure 3—2). Thus, a l l  c a l l s  f rom a rea A

to area E go through the toll—offices , using the toll—connecting trunks -a

The primary— and section al—centers shown in Fi gure 3—2 are part of the

hierarch y of switching centers used in tol l—switching plan on commercial

cal Is.

-a . a- — pa- — -~~~~ ~~~~~~~~~~~~~~~~~~~~~ 
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A trun k circuit includes the office equipment on both ends, and the

transmission media between the two offices. In order to meet the transmis—

sion objectives, loading of trunks (which involves the insertion of series

inductance periodically along the trunk to compensate for frequency distor-

tion ) and the use of amplifiers (repeaters ) are usually requi red. The

design of the DCO and local exchange area plant are extremely important to

the fidelity of transmission over the entire network. Such unwarranted

phenomena as singing and echo (to be discussed later in this section ) arise

due to impedance discontinuities and poor return losses.

3-3.3.. SWITCHING OFF iCES IN TRA NSM ISSION.  Sw it ch i ng o f f i c e s  o r e x c h a n ges

encountered in telephone transmission can be either manua l or automatic.

Manual switching is performed with the help of human operators (switchboard )

and use of th~s form of switching is mostly for establishing special connec-

tion and international connections. In most existing automat ic switching,

banks of relays and mechanical switches are used to perform the various

functions of a swi tching center; in more recent switches , computers are used

to control the switching functions ; and in the most recent switches , connec-

tions are established without electro—mechanical devices , being accomplished

through a technique called time divisions switching .

The basic stages involved in the processing of a typical call are simi-

lar in each of the switch types , and consequently, the basic functions per-

formed by a switching center can be discussed in generic terms -a Before em-

barking on a discus sion of these functions , howeve r, the following discus-

sion of the different types of switches is presented .

a. The types of electro—mechan ical switches common l y found are the step—

— —-—_——~~~~~~~~~~p~~ ~~~~
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by—step Strowger switches and cross—bar switches. In step—by—step switches ,

banks of wafers (contacts ) are arranged in a two—dimensional array. A mn ov—

ing wiper , capable of vertical and horizontal movement in response to the

received pulses , establishes a contact between the input line and an output

line whenever service is desired and available. In some step—by—step

switches , each incoming pulse moves a counter which stores the digits in a

register. The i nput to the step—by—step switches is then fed from this re-

gister as it is needed -a Cross—bar switches are more recent than step—by—

s tep sw it ches .  L i ke ot her  sw it ches , cross—bar switches connect the input

w i re to one of a number of possib le output wi res. Cross — bar sw i t ches , as

the name implies , esse ntia l l y c o n s i s t of se ts of h o r i z o nt al  and v e r t i c a l

bars which can be moved by electro—magnets. This movement is such that it

causes a relay—like contact to be made at the coordinate intersection of the

bars. By a suitable arrangement of these intersections in response to the

received pulses, a path can be selected through the exchange. Cross—bar

switches are faster than step—by—step Strowger switches , and less prone to

generating impulse noise. Presently, there are some electronic (computer

controll ed) cross—bar exchanges -a

b - a A computer—controlled switching exchange basically comprises an

electro—mechanicat switching mechanism , and a computer system. The sub-

scriber lines and trunks enter the switching mechanism in which the inter—

connection paths can be set up. The switches used may be cross—bar or reed

switches , called ferreeds . The switching mechanism is  organized into

frames , and each frame has a controller , c a l l e d  the sw it c h i n g con t r o l l e r, to

control the set up of line paths in that particular frame. The opening and

closin g of the switches in the switching mechanism is controlled by the corn—

r

- 
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puter program . Two type s of memory units are used by the computer:

semipermanent memory which contains programs and fixed data about the lines ,

and is a “read only ” type unit (thus , avoiding any overwriting of the pro-

gram during normal operations ), and temporary memory which contains informa-

tion about the calls in process and other information which changes during

normal operation -a The information regard i ng status of the lines , trunks ,

arid signal receivers (for signaling) is carried out by line scanners, and i s

continuously fed to the computer for appropriate processing .

c. In a time—division multiplex switch (TDMS), the sw tching control is ac-

comp lished by a computer in a manner similar to that discussed above. How-

ever , the switching mechanism is electronic rather than electro—mechanical.

Connections are actually established by the manipulation of “time—slots ”

between the incoming and outgoing sections of the switch mechanism -a The

basic operation is similar to Time Division Multiplexing as discussed in

section 6.5 below.

3—3.4. FUN CTIONS OF A SWITCHING OFFICE. The basic stages in the processing

of a typical call are as follows :

a. When the subscriber goes off—hook , the office must detect that ser-

vice is needed . Dial tone is connected at that time (indicating that the

subscriber is connected to a dialing receiver) and the switch waits for the

subscriber to dial.

b. The dialed telephone numbe r is received and used to set up an in-

terconnect ion.

c. The number of incoming lines at an offi ce is usually larger than

the numbe r of trunks. The switch therefore concentrates the calls into a

limited number of paths through the exchange ; if no path is  a v a i l a b l e , a 

a

~~~~ ~~~~~~~~~ 
a a
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trunk—busy signal is provided to the subscriber.

d. The path throug h the exchange is then connected to the desired

called party line , e it her  d i r e c t l y i f  i t i s  i n the sa m e DCO, or v i a the

sw itching hierarchy if it is in another office; if the desired called—party

line is busy, the switch notifies the user by means of the busy signal.

e. If a complete path for the call is found, the “terminating ” ex-

chang e makes the telephone of the called person ring .

f. When the called party answers the telephone , the ring i ng signal is

removed

~~~. Once the c a l l  is  s u c c e s s f u l l y  es tab l i shed  and completed , the cir-

cuit is disconnected when the calling party goes on—hook.

h. F inally, the exchange also keeps track of the charges for each cus-

tomer.

3—4. TELEPHONE CHANNELS

The telephone set and the local area equipment and the facilitie s to

which they connect are usually two—wire circuits. These circuits use a sin-

gle pair of wires to carry the message signals in both directions -a In the

trunking network , four—wire circuits are employed which use a separate pair

of wires for each direction of transmission -a The economic advantage of us—

ing two—wire circuits would seem to dictate their use. However , the trunk—

ing network is mostly composed of multiplexed wideband facilities which by

design , prov ide f o u r — w i r e  c i r c u i t s .  There are , however , some advantages

wi t h four — w i re c i r c u i t s  for specia l  c i r c u i t s  in the local  area - a

3—4.1. TWO— WIRE CIRCUITS -a In order to meet the transmission objectives for

an interoffice or tandem trunk , it is often necessary to add ga~n to the
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transmission path; amplifiers (repeaters ) are used to provide this required

gain. A number of special problems are encountered when amplifiers are used

in a two—wire system : the gain introduced must be independent of the direc-

tion of transmission; and dial pulses for signaling , etc. must not be im-

paired . A repeater used in typical tw o—wire paths is shown in Figure 3—3 .

Two one—way amplifiers are connected by hybrid coils between the two lines

to provide independent amplification in each direction of transmi ssion -a

Considering transmission from line A to line B, half the power from line

A (P
5
) is transferred to the upper amplifi er (A

1
) by hybrid coil No. 1. The

other hal f  en ters  the output of the lower  a m p l i f i e r  and is l o s t - a  The ampli-

fied power , 
~A’ from the uppe r amplifier is delivered by hybrid coil No-a 2,

half 
~~~ 

to l ine B and the other half to balancing network B where this

half is lost. Since each hybrid coil divide s the power in half , there  i s a

3 dB loss in each , and the net gain of the repeater is therefore 6 dB less

than the gain of the amplifier alone. Ideally , the impedance ZNB of the

balancing network B should exactly equal the impedance Z
B 

of l ine B; for if

this were true none of the power from amplifier A1 would be transmitted

across hybrid coil No. 2 to the input of amplifier A 2 
for further amplifica-

tion and transmission back into line A . In practice , this perfect balance

is unattainable . Network B is made to balance closely the nominal charac—

teristic impedance of line B, but t he  actual  impedance of the line may

differ from its nominal characteri stic impedanace because of irregularities

in the line , or imperfect termination at the far end -a Therefore , there is

usua l ly  some degree of unbalance that causes a sma l l  part  
~~~ 

of the si gn al

to reach the lower a m p l i f i e r  and to be returned l i ke  an echo through the

tower amplifier to line A - a R e t u r n  loss is a measure of the degree of unbal-

ance.
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a. RETURN LOSS -a The unbalance between network B and line B, Figure 3—3,

behaves just the same as though a reflection occured at the i nput of line B,

send i ng part of the signal back through the repeater to line A. The return

loss is the number of dB that the power of this fictitious reflected si gnal

from line B is weaker than that of the main signal entering line B. The re—

turn loss, p, in dB is equal to

!z + z I
— ~~~~ NB B
— ~ulog1~ ~~~ —

~~-a’ ~~~~~~~~ B ’

Impedance ZNB and in general have both resistance and reactance corn—

ponents, and the vertical bars in the formula indicate that the ratio is

between the abso l ute magnitudes of the sum and the difference of these two

impedances

b. SINGING MARGIN. If the sum of the overall gains in the two directions

from one line to the other exceeds  the sum of the return losses at the two

ends of the repeater , the repeater will “sing ” at any frequency. Consider-

able  d i s to rt ion w i l l  occ ur and ma ke the speech  sound h o l l o w , eve n ~h en the

gains are a little short of the actua l singing condition. In practice , it

is necessary to reduce the repeater gains enoug h to preserve a margin of

safety against the occurence of this condition. A common rule is to require

a singing margin of 8 dB; that is , to require that the sum of the gains in

the two directions (between the line terminals of the repeater ) be at least

8 dB less than the sum of the return losses. Thus, the gain obtainable in a

two—wire repeater is definitel y limited by the degree of balance between the

networks and their lines.

I - - ‘ .
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c. SINGING PATHS AND STABILITY. As the length of a system increases and

more repeaters are used , the increase in the numbe r of possible sing i ng

paths is greater than the increase in repeaters. For example , in a 3—re-

peater -;ystem there are, in addition to the three separate paths around each

repeater , two paths each involving two repeaters and one path involving all

three repeaters , or a total of six paths. A safe margin against sing i ng

must be maintained in all of these paths, sepa r a t e l y and in combination.

Beca use of the i ncreased  numb er of si ngi ng pa t h s , the repeater gains are

more l imi ted and the c i rcu i t  net losses are greater  on long c i rcu i ts  having

a numbe r of repeater sections -a

d. CROSSTALK. Crosstalk , especially that induced at the near—end of a re-

peater limits the gain that can be used in each repeater and increases the

net loss of the system . Near—end crosstalk is accentuated by the repeaters

i n  a line since is is amplified by the repeater.

e. NEGATIVE IMPE DANCE REPEATER -a The negative impedance repeater is a dev—

i ce wh i ch ac ts l i ke a nega ti ve im pedance co nnect ed i n se r ies  w i t h  a l i n e  and

provides gain for signals traveling in either direction of a two—wire path.

Repeaters of this type preserve the d—c continuity of the circuit and there—

fo re, transmission , although degraded , is not interrupted upon repeater com-

ponent failure.

3—4.2. HYBRID TWO—WIRE/FOUR—WIRE CIRCUITS -a A circuit such as shown in

Fi gure 3-4 affords better perform ance than the two—wire system since there

is only one possible singing path , the one—way transmission channels can be

regulated to hold the overall attenuation nearly constant , and near—end
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cross talk is reduced by using two pairs which are separated in a sing le ca-

b l e  or contained in separate cables . This type of circu i t is typical of

those in the telephone network at points where the local area two— wire sys-

tem interfaces with the four—wire trunking system .

Term i na l Intermediate Term i na l
Repeater Repeaters Repeater

~~~~ EAST D I R E C T I O N

2—wir e 2 — w i re

Compromise Compromise

Network Nétwo

c I r 

y br id  ~~~~~~~~~~~~ ncin q 
~~~~~~n c i n ~~~~~~~~~~~~~YbrI.d .1ii:~:

~dEST DIRECTIO N

Fi gure 3.~+. Hybr i d T w o -w i r e / F o u r — w i re C i r c u i t
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a. NET LOSS LIMITATIONS. The sum of loss at the two ends of the circuit

must be at least 8 dB at the worst frequency -a The hybrid circuit at the

end s of the c i r c u i t, Fi gure 3—4, are usually referred to as four—wire ter-

minat ing se ts  w i t h  compromise balance networks. Although these networks

provide return losses as low as 4 dB, four—wire system s opera te  w i t h  ade-

quate sing ing margins at net loss as low as 0 dB regard less of the length.

However , when the circuit is long, the presence of echo increases the net

loss

b. REPEATER SPACING. The spacing of four—wire repeaters is determined by

noise and cross talk -a One requirement is that the line sections between re-

peaters must be kept sufficiently short sc that the ieve l of the signals is

never too close to the level of the interference. On the other hand , each

repeater section makes the same contribution to the interference (in terms

of power ) that appears at the end of the circuit , so that the greater the

number of sect ions of a given length, t he  larger is t h e  interference at t e

terminal. The best repeater spacing is a comproaiise between these two fac-

tors.

c. ECHOES ON TWO—WIRE/FOUR—WIRE CIRCUITS. Speech waves traveling down a

transmission line are reflected back toward the source if there is a

mismatching termination -a In the case of a two—wire circui t, the re la t io n

between the strengths of the wave re f l ec ted  back from the terminal and the

wave that arrived there is measured by the return loss at the distant end of

the c i r c u i t .  If the line is short , the re f lec ted  current may return so

quick ly that it is indi stinguishable (to the human ear) from the transmitted

current .  If the Loss is high, the returned current  may be too weak to hear -a
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In either case, the returned current is no problem . In the hybrid two—

wire/four—wire path , the return current is delayed by twice the time of pro-

pagation of the circu it——the time for the speech to travel to the far end

plus the time for the reflected speech wave to return -a In loaded cable

pai rs , the speech signals travel with a velocity of about 15 miles per mil-

lisecond -a Therefore , in a 500—mile circui t, the reflected current would re-

turn to the talker after 66 milliseconds (ms). This delay is sufficiently

large for the returned current to be heard as a distinct echo and these are

disturbing to talkers. Loud echoes are naturally worse than weak ones and

echoes having long delay are worse than those having short delays. One way

to control echoes is to adjust the overall loss of the circuit so that the

echo is weak enough to be to lerable.  Thus , there is a minimum net loss at

which a circuit can be satisfactorily operated because of echoes. The

greater the delay of the circuit , the larger the minimum net loss.

3—4.3. FOUR—WIRE CIRCUITS. Althoug h four—wire circuits are the rule in the

trunking system , they are not used in the common telephone subscriber loop

pLan t .  Four—wi re  c i r cu i t s  are used on some special high—quality telephone

systems , and on many data circuits which ut i l i ze  telephone channels. The

advantages of an end—to—end four—wire circuit are, of co urs e, the absence of

the echo and singing problems introduced by the hybrid coils in the two—wire

and two—wire /four—wire circuits - a

3—5 . DEFENSE COMMUNICATION SYSTEM (DCS) AUTOVON. The DCS includes DoD

wor ld—wide , long—haul Government—owned and/or leased , poirt —to—point cir-

cuits , trunk terminals , switching centers , control facilities and tribu-

taries required to satisfy the communications needs of Department of Defense
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Agenc i es, Commands, headquarters and other subscribers , both military and

civi lian. In serving its users, the DCS handles long— and short—haul commun-

ications traffic of various priorities and functional categories. This in—

ctudes command and control , operational , admin i s t r a t ive, logis t i c a l , wea the r

and intel ligence traffic. Traff ic over the DCS may be in the form of voice ,

teletype , graphics and data. The DCS employs a combination of commercial

and military communication faci l ities , organized on a zonal basis and con-

nec ted by inter—zona l transmission lines. The present DCS has three common

user networks. One is the Automatic Voice Network (AUTOVON); this network

is based on the nominal 4—KHz bandwidth voice channel , and is ca pab le  of

hand ling voice and other traffic which can be coded into waveforms compati-

ble w ith its channel characteristics. AUTOVON has a precedence arrangement

that gives high priority users preemption capability. A second is the Au-

tomatic Dig ital Network (AUTODIN); this network sends alphanumeric traffic

between users at rates from 75 b/s to 4.8 kb/sec. User access to the AUTO—

DIN is at various bit rates related by 2r~ x 75 wi th n = 0, 1, ..., 6. The

third network is the Automatic Secure Voice Network (AUTOSEVOCOM ). This

network transmits encrypted voice at three basic rates: 2.4 kb/sec, 9.6

kb/sec , and 50 kb/sec.

In this section , the AUTOVON is discussed.

a. All AUTOVON access lines to an AUTOVON switch are four—wire. Two—wire

use rs have the ca pab i l ity of connec t in g in to  AUTOVON , but only through

another switch , such as the base DCO or a PABX faciLity. The interconnec-

tion between the DCO/PABX and the AUTOVON switch is either a four—wire cir—

cuit or is converted to a four—wire circui t by means of the four—wire termi—

~~~ 
_ _ _ _  ~~~~~~~~~
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nation set (hybrid ) . The type s of interconnections permitted are shown in

Table 3—1 . ALL inters witch trunks are four—wire circuits.

b. Another un i que feature of AUTOVON is that all switching centers are

toll—trunk like in design, and a l l  are equal , i.e., there is no switching

o f f i ce h i e r a r c h y in AUTOVON such as is the case in the commercial network.

This approach reduces the number of switches in a path and provides high

quality four—wire circuits , at leas t between the end—to—end switched path,

and in most calls , down to the local area DCO/PABX. Di rect access sub-

scribers are four—w ire end—to—end , including the telephone instrument.

c. In addition to the advantages in circuit quality gained by using four—

wire circuitry, the design parameters and interface requirements for connec-

ti on to A UTOVON a re c losel y co nt r o l l e d  and are es tabl i shed to ma int a in  the

high quality requirements of the system . Tables 3—1 through 3—5 summarize

these design parameters and interface requirements.

d. All access lines to an AUTOVON switch are, at least partially, part of

the local area (DCO) subscriber Loop plant and thus, an AUTOVON end—to—e nd

connection consists of two such loops. Since poor loop design or mainte-

nance can negate all of the quality built into the network , special atten-

tion is required; the overall criteria are summarized as follows :

(1)No n—Loaded Cable. The length of non—loaded cable used must

not exceed 18,000 feet from the DCOIPBX to the user, regard-

less of gauge.

I ~~• , .,, ,•
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T a b l e  3 .1. Points of Interconnection

Station Equi pment

AUTOVO N Main Tributary
Connection . PBX PBX 1

~—Wire SecureSw itch 2/Li Wi re 2/Li Wire 1+—Wire 2—Wire Data Vo i ce

PBX
access — 4—Wire——
line

PBX
I tie —2/1i--Wire---—

trunk

User l oop
—ui—W i re

re

2 / L i — W i r c

2/Li—Wi re

Suoscribe r
access li—Wire —

I i

-4-Wire

-‘Li—Wire
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Table 3.2. Loss Design Criteria

Type Desi gn Loss

Subscriber access lines Un i form 6 dB

PBX access lines 0 dB
Li—W ire main PBX to AUTOVON switch 0 dB

L 2-Wire main PBX to AUTOVON s~ii tch Li dB

PBX tie trunks
Li—Wire main PBX to 4—Wire tributary PBX 0 dB

Li—Wire main PBX to 2—Wire tributary PBX Li dB

2—Wire main PBX to 2—Wire tributary PBX 3 d B

User l oops
To 2-Wire telephones 3 dB ave rage to -/ dB maximum con-

tingent on trunk arrangement , plus
Li dB whe re hybrid is used in user
l oop connecting to a Li—wire PBX

To 4—Wire telephones Uniform 6 dB

Table 3.3. Equipment Application or Design Requirements

Echo suppressors Located at switching centers on access lines
to 2—wire PBX ’s and at Li—w i re PBX 1 s for tie
t runks and users equi pped with hybrids

Telephone set
Speech vo l ume Tran sm it:

Receive (See Note I): -11 VU , Sigma : 5 dB
-19 VU (Maxi mum)
—33 V I (Minimum)

Teletypewriter/data equi pment levels
(maximum in vo i ce channel) Data (Includes VFCT , - 9 dBm 0 (—8.7 dBm 0)

AM , FSK , PSK)
Hybrid

Balance require m e n t s (See Note 3), Echo return loss 8 dB (average)
(When measured from hybrid to tele- 6 dB (minimum)
phone set off-hook on PBX access
li ne , PBX ti e trunk , 2—wir e user Sing ing point 5 dB (average)
l oop or special 2—w i re secure- 2 dB (minimum)
voi e equi pment.)

Note 1 : Does not inc l ude allowance for v .iria t ions in talker vo l ume and AUTOVON
fac i l i t y  losses .

Note 2: For n~ re than one sub—channel , this leve l shall be reduced by (10 log n)
dB where n is the number of sub-channels.

_ _ _ _  
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Table J .Li .  Lo’~ on Overall Connections

Loss (dB)
Connection 

___________________ _____________

Average Maximu m

Li—Wire/Li—Wire

Voice 12 (See notes 1 & 2) ——
Data/secure voice 12 (See note I) ——

Li—Wire/2—Wire I) 17

2-Wiref2—Wire 11t 22

Notes: I . Uniform loss.
2. Does not include an additional Li dB loss inserted

in the receiving circuit of the Li—w i re line adapter
unit to compensate for remova l of station hybrid loss.

Table 3.5. Balance Requirements

Measurement Requirement

From To Echo Return Loss (dB) Singing Point (dB)

Hybrid On Terminated With Average tiinimum Average Minimum

PBX access line Station off—hook 8 6 5 2
PBX tie trunk
2-wire user 1oop
Special 2-wire secure

vo i ce equipment

PBX access line PBX tie trunk 22 16 15 Ii
(Li—w i re facilities) with
900 ohm + 2 MF termination
at distant 2-wire PBX

P8K access line PBX tie trunk 18 13 10 6
(2—w i re facilities) with
900 ohm + 2 ?IF termination
at distan t 2—wi re PBX

PBX access line PBX tie trunk 27 25 20 16
hybrid with Li-wire legs
terminated in 600 ohms

PBX tie trunk PBX access line 27 25 20 16
hybrid with Li—w i re legs
termInated in 600 ohms

-
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(2)Loade d Cable. The type and length of loaded loops must be

carefull y contro lled . The loop resistance must not exceed the

supervision and signaling limits.

(3)Load—Co il Spacing . In order to achieve a smooth impedance

cha racte r i s ti c, the loop must be fully loaded and the varia-

tions in toad—coil spacing must not exceed +5 percent.

(4)Bridged Taps. Bridged taps or parallel operation of lines

must be avoided . Bridged—taps create undesirable problems ,

such as impedance mismatch , consequent lowe r return  loss and

sing i ng point , i ncrease d t ra nsm i ssio n loss, and the need fo r

critical placement of taps in the case of loaded cable .

(5)Drop Wire. The length of drop wire  should not exceed 500

feet from the cable terminal to the station equipment .

(6)No ise. The line noise must not exeed 20 dBa, as measured

at the telephone, throug h the loop to the DCO/PBX.

(7)Noise Clicks. The magnitude of clicks must not exceed 53

dBaO, as measured by a Western Electric 6A Impu l se Counter , or

equivalent . Clicks are caused by inductive interference from

switching , equipment , hi ts on line facilities , or sw i t c h i n g

operations while the connection is being established . High—

level clicks of short duration are both a hazard and a source

of annoyance to the subscriber or user. In areas with a high

in cide nce of thunders torms, special measures may be requi red

to reduce the magnitude of the clicks.

- r
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(8)Room No i se. A room noise reference value of 50 dB Refer-

ence Acoustic Pressure (RAP) causes no impairment in a tele-

phone connection. While it is not practical to design for

variations in room no i se, it is essential that special con—

sideration be given to noisy loca ti ons.

(9)Amp litude Distortion. The insertion loss relative to 1000

Hz for voice and teletypewriter circuits (voice grade) must

meet the objectives or minimums listed in Table 3—6.

(1Q)Transmission Variation. The allowable transmission varia-

tion at 1000 Hz is 4- 0.5 dB.

3-6. DISTORTION IN TELEPHONE TRANSMISSION CIRCUITS

The inherent imperfections in the various blocks comprising a transmis-

sion circuit alter the message signal as it travels from the source to the

destination. The alteration of the message signal may be systematic or ran-

dom (usua ll y it is both). Examples of the former category are the frequency

dependent attenuation and phase shift of the message through a transmission

channel or an electrical device. Similar ly, pulses may be always distorted

in a certain way. Clearly, this type of distortion can be compensated for

by using compensating networks. It is the random distortion incurred by the

message that can cause annoyance for the telephone subscribers, and cause

errors when data is transmitted over analog facilities . Examples of random

distortion are white noise, impulse no i se, cross ta l k , echoes, in termoduta—

tion products , drop—outs, etc. Being non—deterministic in nature, statis ti—

cal and probabilistic models are used to understand the effect of random

d istortion. Steps are usually taken during the design and installation of

— —,- --—-. ,• .-.-- — — . -.—.~~~~~~~~~~~ -- — - — — —•- --- - - — - 
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telephone circuits to reduce the effect of random distortion . Some of the

common sources of random distortion are presented in the following para-

graphs.

3—6.1 . NOISE. Electrical transmission is accomplished by the motion of

electrons in conducting materials and/or propagation of electromagnetic

waves and thermal noise is associated with both. Thus, there cannot be

electrical transmission without thermal noise. The effect of noise on the

message signal depends upon the strength of the signal at various points in

the telephone plant. In order to assure satisfactory transmission , precau-

tions must be taken to assure an adequate si gnal—to—noise ratio at every

point in the system . On almost all telephone connections , th i s  ra ti o is

m aintained above 30 dA . It should be noted that if the signal strength be-

comes too low at some point in the system , the addi t ion of more amp l i f i e r

stages at the receiver will not improve the signal— to—noise ratio, because

the noise will also be amplified with the si gn a l .  Th us, cho i ce of re pea ter

spacing is a crucial stage in the design of a telephone plant. White noise

is not the only type of noise encountered in transmission systems. Single

frequency noise, shot noise, and impulse noise also effect the message sig-

nal during transmission .

3—6.2. ECHOES. The term echo refers to the reflection of a wave from points

in the transmission med ium. This reflected energy, through amplification ,

may reach a certain point with sufficient magnitude and time delay such that

it can be distinguished from the directly transmitted wave in voice

transmission and can be quite annoying to the telephone users; in data

transmission over telephone facilitie s , echoes are ind i st in gu i shable  from
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the directly transm ited wave and can seriously impair the data transmission

capabilities of a given channel by causing excessive error rates. The prin-

cipa l causes of echoes in wi re lin e circuits are impedance mismatches in the

med i um, poor time equalization and impedance imbalance in hybrid coils. The

amount of echo can be controlled by assuring an improv ed return loss at the

terminal sets, and adding loss on the four— or the two—wire side. Echo

suppressors are often used to reduce echoes. An echo suppressor is a voice

operated electronic device used to block the passage of reflected signa l en-

ergies. The blocking of re flected energy is carried Out by inserting a high

loss in the return four—wire path. CCITT recommends that echo suppressors

be used if the mean round—trip propagation time exceed s 50 ms; ATT uses 4

ms as the threshold. It should be noted that an echo suppressor designed

for voice must be disab l ed when the circuit is used for data transmission.

3—6.3. CRO SS TALK . C ross ta l k  re f ers to th e d i s tu rbance crea ted i n one

channel by the signals in other channels. It occurs between cable pairs

carry ing separate si gnals; in multiplexed channels , intermodulation products

are a form of interchannel cross tal k.

Th e nature of interfering cross talk is oten described as either intel-

ligible or unintelligible. Cross talk between unlike channels is usually

unintelligible because of all the changes the interfering signal undergoes

in the different channel. The syllabic pattern of speech is usually re—

tam ed even in unintelligible cross talk. In general , unintelligible cross

talk is grouped with other noise—type interferences. It is the intelligible

cross talk that is the peeve of many telephone users, and as such , cross

talk objectives must be met during telephone plant design and installation.
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There are three basic causes of cross talk in communication systems.

First , the electrical coupling between transmission media can cause cross

talk. Thus, it may originate in switching centers where large number of

wires run parallel to each other around the exchange. It can be caused by

capacitive as well as inductive coupling . Second , the nonlinear operation

of repeaters in multiplexed channe ls can generate intermodu lation products ,

w h i c h  then appears as cross ta l k .

3—I . DATA TRANSMISSION ON VOICE CIRCUITS

At the present time , most data transmission is carried over the exist—

ing telephone facilities. Some networks for the excl usive use of data

transmission have been constructed while others have been proposed . The DCS

AUTOD IN is an example of an existing exclusively data network ; however , it

cu r ren t l y  u t i l i z e s  telephone channels for a ll transmiss i on paths. The usage

of telephone l ines for the t ransmiss ion  of data brought about an increased

concern regarding t he  p ro p e r ti e~. of these media and the e f f e c t s  o f  the media

mm the data -~ignat~~. Imp erfectio n~ on a voice channel may not seriously af-

f e c t  v o i c e  communicat ions;  however , these same imper fec t ions  may p lace seri-

ous limitations on data transmission. Table 3—6 summarizes the requirements

for data service. Interface equipment is required to alter the d ig ital sig-

nal in a way so as to make it compatible with the properties of the

transmi ssion media of the voice channel facility. Often , in addition to the

interface device , delay and gain equalization are also required .
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TABLE 3—~C i r c u i t  Cond i t i on ing  C r it e r i~
Attenuation Distortion
( F  equency Response) Envelo pe Dela y
Relative to 1004 Hz Distortion

Cha nr.el
Cond -i — frequency Variati on Frequency Variation
tioning Range (Hz) (dB) ** Range (Hz) (microsecond s)

Basic 500—2500 -2 to +8 800—2600 1750(3002) 300—3000 —3 to +12

Cl 1000—2400 —1 to +3 *1000—2430 1000
300—2700 —2 to +6 800—2600 1750

C2 *500-2800 —1 to +3 *1000—2600 500
*300-3000 -2 to +6 *600—2600 1500

C3 *500—2800 —0.5 to +1 .5 *1000—2600 110
(ac cess *300-3000 —0.8 to +3 *600—2600 300
line ) *500—2800 650

C3 *500—2800 —0.5 to +1 *1000—2600 80(trunk ) *300—3000 — 0.8 to +? *600—2630 260
*500—2800 500

C4 *500— 3000 -2 to +3 4-1000—2600 300
~30Q—32OO -2 to +6 *800—2800 500

4-600—3000 1500
*500—3000 3000

CS *503—2800 — 0. 5 to +1.5 *1000—2600 100
*300—3330 —1 to +3 4-600—2600 300

*500—2800 6D0

S3 500—2800 —0.75 to +~~5 100—2600 80
(A UTOVON 300-3000 —1 .0 to 4-3.0 600—2600 250
Access ) 500—2800 500

4002 1200-2600 -3 to +3 1200—2600 600
(Facsimile)

4002 Cond. 300—499 —2 to +6 1000—2600 300(Facsimi le ) 500—3000 1 to +3 800 2800 500
300—3200 —2 to +6

* These spec i f i ca t i ons  are t a r i f f e d  i tems .
** (4) means Loss with respect to 1004 Hz.

( — )  means gain w i t h  respect to 1004 Hz.
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The prov ision of delay and gain equalization is c a lled line conditioning

when it is provided as part of the transmission circuit ; many modern inter-

face devices accomplish U~ - requ ired equalization automatica l ly.

L Figure 3.5 shows schematic diagram il l ustr a ting conceptually the

transmis sion of data in both d i recti o ns on voice channel facility. For the

sake of clarity, each function al bl ock is shown separately ; in actu al sys-

tems , some of these blocks m ight be lumped together. The input/output dcv—

ice at each end may be a computer , a card reader , a teletype terminal , or

some other data source/sink device . It also may perform such functions as

coding and parallel /serial conversion and decoding and serial /p arallel

conversion.

The most common ly used dl ~~ it dl data interface device for voice channel

transmission is a modem . Modem is an acronym derived from

~odulaton1~~~odolator , which are the two principa l functions a modem per-

forms. The function of the modem is to convert the d~gita l inform ation to

analog signa l s which can be transmitted over the voice channel. At the re-

ceiving end, the modem converts the ana~.og si gnal to the digita l information

which was originally transmitted . A variety of different digital modulation

schemes are available. The most commonl y used schemes are single sideband

amplitude keying , frequency shift kny ing (FSK) and phase shift keying (PSK).

Details of these modulation schem es are discussed later.

Devi ces called acoustic couplers are also used for transmitting data

from l~ w — speed devices The acou stic coupler is a type of modem that first

converts the d i gi ta l dat a si gnal into audible tones (usual ly one frequency

tone for the one o ,iic level arid a ‘.econd frequency tone for the zero logic

Level). In the opposit e dir ec tio n , it converts audible tones into digita l

data s i i r als . The teleph one handset fits into a special cradle in the
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acoustic coupling device and the tones act on the telephone transmitter in a

manner similar to the voice. Analog devices such as facs im i le  (p icture

transmiss ion) also u t i l i ze  acoust ic  couplers.

_ _ _  
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SE C TION IV

FUNDAMENTALS OF DIGITAL TRANSMISSION

4—1 . GENERAL

With the increa sed use of automation and computers during the past two

deca des, the transmission of di git al s ig nals has become a ma jor task in

electrical communication. The ruggedness of digital transmission systems

makes them attractive for use in the transmission of discrete messages — for

exa mp le, data, written messages , symbols — as well as continuous messages,

such  as speech, video , etc. At the present time , mos t data is t ransmi tt ed

over the ex isting telephone network or other analog facilities that are

based on the nominal 4kHz voice channel. Networks designed exclusively for

data transmission have been constructed and others proposed. The DCS AUTO—

DIN network is an example of an exclusive data transmission network; howev-

er, AUTODIN currently uses voice frequency channels for all transmission

paths. AUTOD IN II, an upgrade, includes wide bandwidth paths.

The steps involved in the transmission of discrete messages (or “data”)

ar e different from those of speech (or analog signals ) over a voice channel

facilities; and transmission of data signals over wire paths in a digital

mode is different from transmission over base wire in a 4 KHz voice channel

mode. Thi s section first contrasts digital wi th  analog transmission; th is

is followed by a discussion of the fundamentals of data transmission .

4—2. ANALOG vs. DIGITAL TRANSMISSION.

In analog transmission system s, the signa l applied to the transmission

medium varies continuously with message waveform. The signa l amplitude ,

frequency or phase, var ies continuously with time. In digital transmission ,

on the other hand, the signal is discrete in state and time. The simplest
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example of a digita l si gna l is a pu l se train , where  e it her  a pu lse or a

space (no pulse) is t ransmi t ted . Such signals , where the s igna l sta tes  are

limited to two values — 0 or 1 — a re referred to as binary signals. Binary

signals are easy to generate and process , and are , therefore , most common ly

encountered . Other signals waveforms with multiple , but discrete , signal

states are also used in dig ita l transmission and are referred to as m—ary

signals.

An important parameter in analog transmission is the signal or system

bandwidth. S imi lar ly ,  in d ig i ta l  t ransmission , the signals are cha racter-

i zed in terms of Baud, which measures the number of shortest equal—length

symbols per second capable of being transferred by the channel. In binary

tr ansmission , bauds and bi ts—per—second can be synonymous, if all pulse

lengths are equal. Bit rates for commonly encountered systems may range

from 40 bits/sec to several  megabi ts /sec .  For example , manual key board dev-

ices generally operate from 45 to 300 bits/sec , wh i l e  aut oma ti c tr a n s m i s s i o n

devices may involve bit rates of up to 50 Kb/s.

The t ransmission re l iab i l i ty  in analog vo ice systems is measured in

terms of s ignal—to—no ise ratio and intelligibility at the receiver. In di-

gita l transmission , the criterion for measuring reliability is the bit error

probability versus S/N at the receiver. Just as the intelligibility and ac-

ceptable signal—to—noise ratio in analog systems varies from system to sys-

tem, depending on the particular system application , similarly the accept-

able bit error rate versus S/N depends on what the system is used for. Bit

error probabilities may range from ~~~ (one error bit in 1000 transmitted

- —12 - . 12 • -bi ts) to 10 (one error bit in 10 transmitted bits ).

In summary, signaling speed in terms of bits—per—second and Baud, and

re l iabiL i ty of transmission in terms of bit error probability versus SIN are
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a the basic paran~eter s of d ig i tal  transmission systems , analogous to

bandwidth , inte l l i g i b i l i t y  and signal—to—noise ratio in analog voi ce

transmiss ion systems. The paramoun t concern in analog transmission systems

is how well the received waveform resembles the transmitted waveform . Thus,

the sha pe, and concomitantly the frequency content , of the rece i ved si gnal

is of consequence. In di gital transmission , the main concern is the accura-

cy with which the signal , containing the message in coded form , is

delivered . Here, the received sequence of pulse states is of consequence —

the shape of an individua l pulse is not important as long as its signa l

state is within the range of values which permits a correct decision by the

receiver .

Instead of amplifying the transmitted signal at regular intervals — as

is done in analog transmissi on — the repeaters in a digita l transmission

systems transmit a new waveform almost “ i d e n t i c a l ” to the input waveform.

Th is process is called regeneration. The ability to regeierate the

transmitted signal at regular intervals without any significant errors

results in a better utilization of the noisy media , and is a most important

advantage of digital transmission.

4-3. BASEBAND DATA TRANSMISSION.

The digita l signal , representing a written message or data, consis ts of

a string of discrete rectangular pulses. Some of the commonly used digital

si gnal forms are described below. Figure 4—1 shows the common formats.

4—3.1. UNIPOLAR (NEUTRAL) . Th is is an ON—OFF sequence; it is called unipo—

la r because there is only one polarity of voltage or current. One signal

level  i s zero, the other level is the maximum signa l level. In m—ary neu-

tral signalling, one leveL is the zero signal level , another is the maximum
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si gnal level , and al l other signal levels are between the zero and maximum

level.

4—3.2. POLAR NON—RETURN—TO—ZERO (NRZ) signals are those in which one state

is represented by plus maximum signal level and the opposite state by a nu-

merically equal negative maximum signal level. In m—ary signaling the

remaining states are symmetr ical plus and minus signal levels between zero

levcl and the maximum levels , and in the case of an odd number of levels,

the zero level is utilized .

4—3.3. POLAR RETURN—TO—ZERO (RZ) SIGNALS are those in which the information

bit rate is doub l ed or conversely the pulse interval is halved . Each infor-

mation bit is presented to the tine as two signa l levels. One state is

represented by the maximum positive level for the first ha~ f of the informa-

tion bit interval and as zero signal level for the second half of the infor-

mation bit interval. The opposite state is represented in the first and

second halves of the information bit interval by the maximum negative and

zero sig nal Levels , respectively.

4—3.4. 81—POLAR SIGNALS are those in which one state is always represented

by the zero signal level and the opposite state is represented by either the

• maximum positive or maximum negative si gnal level for the first half of the

information bit interval and the zero level for the second half. As this

stat e appears i n t he informa t ion bi t st ream, i t is assigned the positive and

negative value s on an alternating basis.

4—3.S. DIFFERENTIAL SIGNALING is a scheme in which one information state is
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represented by a change in signal level from the maximum level in one direc-

tion to the maximum level in the opposite direction , h a l f w a y between adja-

cent sampling instants , and the opposite information state is represented by

no change in signa l level . The resulting pulse train resembles a binary po-

lar NRZ signal and m—ary encoding can be accomplished after the differential

cod i ng operation in the same manner as with the polar NRZ signal.

4—3.6. DEFINITIONS: In order to evaluate the relative advantages of the

various signa lling formats , one must have a standard basis for a compari son.

Howeve r, in a review of current literature on the general subject of data

transmission , one is soon aware that comparison of the data presented is not

possible without f i r s t  performing some sort of normal izat ion of that data.

This  confusion comes about for the most part by the use of Nyquist and Shan-

non terms intermixed with adjusted terms without specifying which is which

and when. In order , ho pef u l l y, to avoid this same problem in this report,

this section sets down and defines the terms to be used in comparing the

ut i l i t y  of the various signalling techniques.

a. Nyquist I Signalling . Unfortunately, there is no common agreement

for the Nyquist bandwidth or channel capacity other than for signaling with

rectangular pulses applied to an ideal low pass filter. These agreements

are based on Nyquist ’s first criterion and thus might be called the Nyquist

I bandwidth , rate and interval (Figure 4.2).

The first criterion requires that the signal have equally spaced axis

crossing s in the impulse response.

Nyqu ist has shown that i f  rectangular impulses are applied to an ideal

low— pass fi tt er at instants separated by 1/2 
~c 

seconds (where 
~c 

i s  t he

r cut—off frequency of an ideal lowpass filter) , the response to these irn

- . - ‘ ~~~ ‘ 7  ~~~~~~~~~~~ 
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pulses can be observed independently of those instants.

Since the impulse response at instants t = n/2f (where n is a positive

or negat ive integer) is zero, and the impulse response at instant t
o is one,

signaling is there fore  possible at a ra te  of 2 f independent symbols per

second .

This property depends un i quely on the fact that the output from a sin-

gle pu l se has zero amplitude at all other pulse times .

Thus , the Nyquist I,

Rate in symbols per second , is defined as twice the cutoff frequency of

an ideal low pass f i l t e r .

Interval , in seconds, is defined as the rec iprocal of t w i c e  the cutof f

frequency of an ideal lowpass filter.

Bandwidth or Frequency, in Her tz , is defined as the cu to f f  frequency of

an ideal lowpass f i l t e r .  An ideal lowpas s f i l t e r  is defined as one which

has a flat amplitude response from zero to f , the cutoff frequency, zero

amplitude response at all other frequencies , and a linear phase characteris—

tic over the band from zero to t -c

~~quist I Frequen~~ or B a n d w i d t h

~c 
~~~~~~~~~ 

(41)

where R is the Nyquist I rate

‘
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~ y~q i S t  I In t e r v a l

t = 
~

-3---- seconds (4—2)

~~q~ij~ t ~~~~

R = 2f Baud (4 3)

R = 1/ t o Baud (4 4 )

w h e r e  Baud is an expression for equal l ength symbols per second .

Extension of Nyqu ist I Definitions to m—ary Signaling :

A common misconception on the part of many communicators is that the

maximum or Nyquist si gnaling rate is equal to two bi ts of informat ion per

Hertz of ava i lab le  bandwidth. But , Nyquist ’ s f i rst  cr i ter ion states that at

most , we can t ransmit  two independent pulse s per Hertz of bandwidth. These

pulses can be binary (b i ts) , but are not necessari ly so. Nyquist ’ s f i r s t

c r i t e r i on  makes no such r e s t r i c t i o n  and thus we can also transmit m—ary in— C

dependent pulses at the rate of two pulses per second per Hertz of

bandwidth.

If we t ransmit  two independent pulses throug h an id eal low pass f i l te r,

one with amplitude a0 at time to, the other with amplitude a1 at time t

the response at time t
o w i l l  be a0 and at time t = 112

~~ 
w i l l  be a1.

For a binary signal the Nyquist rate

R 2 or R l/t
0 baud = BPS

A general expression for the Nyquist channel capacity in bits per

second which includes all classes of symbol encoding, is g ive n by:
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C 2
~ c° or C (l/t )n BPS (4—5)

where n is the effective multiplier of the signaling rate in a given

bandwidth .

For conventional m— ary encoding, the relationshi p of n is

m 2
n (4—6)

w h~’r i’ m is the number of avai lable independent symbols in the encoding

scheme.

Thus, for conventiona l m—ar y encoding the Nyquist capacity is given by:

C 2f~ log
2
m or C (l/t )log

2
m BPS

The maximum signaling or symbol rate (as opposed to the information

rate in BPS) is given by:

R = 2 f baud or R (l/t ) Baud
c o

For binary signaling R (Baud) = C (BPS )

For general m—ary signaling;

2f
R = - ----s- Baud (4 7)

n

For conventional 2’~ m—ary si gnaling;

2f
R = ,

~~

_-_

~~

--_ Baud (4—8)

The bandwidth e f f i c i e n c y  or f igure of mer it is the number of informa-

t i o n  bits transmitted per Hertz of bandwidth and is given by :

- -  

~~~~~~~~~~
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= 

[
~_ijn Bits/Hz for the general case and (4—9 )

_ R - - nF — 

~~

— log 2
m Bits /Hz for the conventional 2 m—ary case. (4—10)

C

It should be noted that all of the foregoing equations are directl y re-

lated to Nyquist ’s first criterion where the bandwidth f is the cutoff fre-

quency of an ideal lowpass filter which is equal to one—half the symbo l rate

in bauds.

Although the ideal lowpass filter is not a realizable filter , there  i s

no common agreement f~ r the Nyquist rate or frequency for other than an

ideal lowpass filter , and thus it has become conventional to use it as a

reference when comparing di gita l signaling schemes on a theoretical basis.

b. Nyquist 11 Si gnaling. Even it the ideal lowpass filter were real-

izable , a slig ht error in cutoff frequency, pulse rate or receiver sampling

instant , would result in an overlap of the pulse tai l s, which represent a

divergent series and add up to large values , causing interference between

symbols.

Nyquist ’s second criterion requires equa l times between transition

values to remove inters ymbo l interference at the instants half—way between

adjacent  samples.

If the response to a regularly spaced pulse train at the Nyquist I rate

is measured at instants halfway between adjacent impulses , the response will

be f times the sum of the two adjacent impulse weights. We obtain values

proportiona l to the average si gnal samples.

In the case of binary signaling the average of adjacent value s is ei-

ther zero, one—h alf , or one, depend i ng on whether the pair is two zero ’s, a

- ~
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one arid a zero, or two one ’s.

Nyqui st has shown that one cart ~.imultan eous ly satisfy both the first

and second criterion , preserving both nu lls and transitions , by substituting

a raised cosine f i l t e r , with even symmetry about the Nyquist I frc-quency ,

for the ideal lowpass filter (Figure 4.3).

Another advantage of the raised cosine filter is that transient tails

die away rap idly and pulse lengths different from the exact Nyquist interval

(as defined by the frequency about which the rai sed— cosine shaping is sym-

metrical ) can be transmitted with small amounts of inters ymbol interference.

The cost of th i s freedom from inter symbo l interferenc e is a bandwidth

twice that of the ideC i l lowp ass filter . On the basis of freedom from inter—

symbo l interference , the Nyquist II rate or channel capacity is the same as

the Ny quist I rat e wnen f is defined as the frequency about which the

filter has a vestiga ll y symmetric cuto ff characteristi c.

Thus, the ~~ quist  I I

Rate R 2
~ c Baud (4—11)

interval t = l/2f (4—12)
0

Bandwidth or Frequency

= f + f (4—13)cii C x

where f f in the case of the raised—cosin e filter and thus

f = 2 f
CII c

often referred to as the bit rate band width since the Nyquist II rate

C ~~~~
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R = t Baud (4— 14)
cli

The bandwidth C f  + f )  of a p r a c t i c a l  channel filter network , in all cases ,

is greater than the Nyquist I frequency (1) and is usually Less than the

Nyquis t II frequency (2f ).

Channels with a gradua l cutoff characteristic could be regarded as hav-

ing a Nyquist Ii bandwidth up to the highest frequency at which there is any

~ i ’- )r1i ficant response; or we could define 
~~c 

baud as the xdB Nyquist I rate

(i .e., a loss of xdB a t al l frequencies greater than f).

Some definition is absolutely necessary for comparison of signal per-

formance in relation to tne Nyquist rate.

An alternate definition of the Nyquist rate could be the maximum signal

rate possible over a channel with some x% of intersymbo l interference.

We avoid inters ym ho l interference if we si gnal at the rate of 2f or

but there is no real contradiction if by accepting some intersymbo l.

interference we signal successfully at x( f )where x > 2 or x (f
~ 11
) where x <

2.

in t h i C  report , for the purpose of comparing signal processing schemes ,

the required bandwidth (or conversely the bandwidth efficiency ) will be con—

~idered to be that required to signa l successfully (at some specified error

rate ) and wi l l be based on an input binary pulse stream having a Nyquist II

bandwidth (BPS Hz).

c. Shannon Si gnalling. The foregoing discussions , regarding the capa-

city or maximum si gnaling rate for a band limited channel , without intersym—

boL in ter ference , are based on a noiseless channel.

For noisy channels we must refer to Shannon ’s theorem to obtain the

caoa~.ity of the same ideal lowpass filter channel.
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Shannon ’s ideal system capacity is g iven by:

C
N 

= f log
2
(1+~-) BPS (4—15)

where C is the maximum number of bits per second which can be received with

a rb t tr a ry small error over the band limited channel with fixed average power

and additive white Gaus’,ian noise (Fig. 4.4),

f the Ny quist I bandwidth

S = average signal power;

N = average noise power in the Nyquist I bandwidth;

the spectral density of the noise is constant and equals -v--- and the proba-

bility distribution function of the noise is Gaussian. Also ,

C
Log 2 

(1 + ~-) b i ts /Hz (4—16 )

There are specific conditions to the Shannon theorem which must be con-

sidered if it is to be utilized in any comparison of various signaling

schemes.

(1) There are no restrictions on the complexity of the transmitting or

receiving equ i pment , or assoc iated coding schemes.

(2) The bits transmitted per Hertz of bandwidth include all bits;

i.e., synchron iza t ion  b i t s , framing b i ts , parity bits , etc.

(3) The bandwidth is the Nyqu ist I frequency f , the cutoff frequency

of an ideal lowpass filter.

(4) The noise is white noise; i.e., it has a flat power density spec—

C trum It should have units of watts per unit bandwidth , but it is common

pr t ctice in noise theory to consider the (amplitude ) 2 as the unit of power.

This gives a power density spectrum in units of (amplitude ) 2/Hz. This in—

- ~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ Ti~ 
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consistency is unacceptable to some engineers and they reconcile the differ-

ence by assuming a one ohm load resistance. But, th is is really unnecessary

if one considers that the noise power available from a resistor is given by:

en
2 4ktBR

p = —p- - = —
~~

-
~~

-—— = KTB (4—17)

where e is the open circuit voltage ,

R is the internal resistance which in itself is noise free,

k is Boltzman ’s constant of 1.38 x ~~~23 joules per degree Kelvin ,

I is the abso l ute temperature 273.16°K p lus degrees cent r igrade above

zero, and 
-

B is the bandwidth over which e is measured .
n

The noise power KIB is independent of R and in the case of white noise ,

the noise power density KT is also independent of R.

(5) The noise has a probability density function which is Gaussian and

which s characteristic of many natural l y occurring random disturbances. It

is important not to confuse the Gaussian probability density function with

the output of a Gaussian filter. The filter has an impulse and frequency

response shaped like a (,aussian curve. The output of such a filter may

indeed have a Gaussian probability density function also, but an arb it rar y

si gnal having a Gaussian probability density function may have a power den-

sity spectrum which bears no resemblance to the frequency response of a

Gaussian filter. This is , of course , the case with the Shannon specified

noise . It is also important to recognize that Gaussian noi se does not have

to be white noise.

(6) If the noise is either non—white or non—Gaussian or both, the

v-ilue of C
N 

would be greater than that given by the Shannon theorem .

-~~ 
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d. No i se Power

The value of the noise power in a system is the average noi se power at

the output of the receive filter or input to the detector. However, it is

more conven i ent for relative comparison purposes, to use the average noise

power in a specified bandwidth. In the case of white Gaussian noise, by de—

finition , the mean total noise power is directly proportional to the

bandwidth .

Mean tota l  noise power = KTB = N B , where

N = KT the noise power density V2IHz (4—18)

B bandwidth

One convenient reference is the average noise power in a bandwidth

equal to the symbo l rate (Nyquist II). Another is the average no i se power

in the Nyquist I bandwidth corresponding to one—half the symbol rate.

For these references , the noise in the Nyquist I bandwidth is 3 dB less

than in the Nyquist II bandwidth .

A third reference used by many authors is the average power is a

bandwidth equal to the b it rate. In the binary signaling case, this is the

same as the symbo l rate for the Nyquist II bandwidth , but in the m—ary case

the relationship is a function of the encoding scheme .

In this report the noise powe r bandwidth will be the same as the Ny—

quist II signaling bandwidth for baseband signaling . For other than

baseband signaling (Section V) it will be the bandwidth required to support

a Nyquist II baseband.

e. Signal Power

A var iety of references can also be used for signal power. One refer—

ence is the average signal power for a random pu l se train. Another is the

________ _ _ _  _ _ _ _ _ _ _  
_ _ _ _ _  _ _ _ _ _ _ _ _ _  
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average si gnal power for some specific pulse train. A third is the peak
I- ’

val ue of s i gnal power since the ratio of peak—to—average si gnal power varies

with the modu lation method and thus becomes the real constraint in many

practical systems. A fourth reference which is similar in nature to the

- - 2 -noise power dens ity V /Hz is the average power per pulse ; or the average

power per bit.

Assuming a random pu l se train , in the binary case, the average total

si gnal power is simply the average power per pulse , or per bit , times the

pulse or bit rate.

In the m—ary case the power per bit relationship to the powe r per pulse

or total power is a function of the encoding scheme.

In the desi gn of di g ital transmission systems the maximum available

peak power , bandwidth and information rate are normally fixed constraints ,

whereas the eng ineer has relative freedom in the selection of the encoding

scheme (m—ary encod i ng). It therefore appears that the value of the energy

per information bit is useful in that it also provides a description of the

encoding scheme when it is compared to an equal power , equal bandwidth

binary or uncoded scheme.

f. S/N Ra tio

Based on the foregoing discussion we will make comparisons on both an

average total si gnal power and maximum steady—state si gnal power to noise

• r a t io  basis , and on both an equal pulse rate and equal b it ra te bas i s.

• 9. B a s i s  for Comparison of the Various Si gnal ing Schemes

In order to present a useful set of performance comparison data, it is

reasonable to compare each scheme to each other scheme, or to som e reference

scheme , on the basis of error performance as a function of each of the sys— 

-
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tern parameters.

Error performance can be stated as the “probabil i ty of error ” or as the

“Bit Error Rate.” The probability of error is simply the probability that a

bit will be received in error for each bit transmitted .

The bit error rate is a statement that x bits will be received in error

for y bits transmitted , and having a discrete limit (y), is more convenient

for use in actua l bit error performance measurements.

If the number of bits transmitted is sufficiently large , the bit error

rate (BER) approaches th~ probability of error , and on this basis one finds

the two terms used interchangeably in the digital community.

The probability of error depends on three considerations ; the transmis-

sion media , the modu la t ion sche m e, and the demodulation process.

In the process of select ing a signaling scheme for use in a spec i f i c

env ironment , one wo uld no rmall y compa re the various ava i lable schemes on the

basis of ideal performance within the general signaling environment and then

subject those which show the most promise to further analysis within the

constraints of the specific real environment , and the less than ideal per-

formance of the trans rr~itter and receiver.

The general si gnaling environment is specified in terms of bandwidth ,

level of addi ti ve whi te Gauss i an no i se, and peak or average total signal

power.

The specific real environment would be further specified in terms of

channel non— linearitie s, signal fading, impulse no i se, and interference from

other sources.

C We shall make the fol low i ng assum pti ons in rega rd to the i deal sys tem

for each si gnaling scheme : 
C 

-
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(1) The channel is band l im i ted

(2) The composite funct ion of the transmitter filter , channel ,- and

• receiving filt e r provide a raised—cosine pulse shape output to

the detector .

(3) There i - ~ no intersymbo l interference.

(4) The channel is a non—fading channel.

(5) The a d d i t i v e  noise is w h i t e  Gaussian noise.

(6) The transmitter and rec e iver are optimum .

(7) The di g ita l si gnal is random and all signal value s have equal

probability and are st i t i s t i c a l l y  independent.

(8) In double sideband systems the spectral density function is one

in - which the power is divided equally between plus and minus

frequencies.

Under this set of assumptions the probability of a pulse error is a

function of the ratio of the received pulse amplitude to the rms noi s-~ val ue

at the sampling instant and has been shown to be:

P(e) 1~- (1—e rf~Jii~) (for an ideal receiver ) (4—19)

where erf is the error function , and m is a statement of the signal—to—noise

ratio which must be specified in terms of bandwidth and bit rate.

In rn—ar >’ modulation schemes the relationship between the probability of

a pulse error and an information bit error is not straight forward.

Although one can specify m in terms of the relationship of the number of

bit s encoded per pulse , the received pulse error can have any one of the

- 
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other (rn—i ) values; w i t h  h iq h signal—to—no i se ratios , only the adjacent 1ev—

eI .s are the most l i k e l y  to be r e c e i v e d  in erro r , and w i t h  low s igna l—to—

noise ratios , all levels CJ re likely. In addition , the encoding scheme

C~s-te rm ines the value of t-~ ch pulse .

W i t h  s t r a i ght forward m—ary en codi n g the bit error probability is

~reater than the pulse e r ro r  probabi l i t y s ince mut i la t ion of a single pulse

can result in more than a single bit error. However , with Gray coding,

th e rt- is only one digit difference in adjacent levels (00, 01, 11, 10, 110,

111 , 101 , 100) and thus for high si gnal—to—noise ratios , the probability of

a b i t error closely approaches the probability of a pulse error .

For this reason , wh i ch offer s some simplicity in system performance

comparison , we wi l l  assume Gray coding for all m—ary schemes , unless other—

W i S P  stated in the specific analysis of a given system , and assume a single

bit error per pulse decision error.

4—3.1. IDEAL PERFORMANC E OF BASEBAN D SIGNAL FORMATS (Fig. 4.5)

(a )  Unip olar and Polar NRL: In terms of required bandwidth , ideal uni—

polar and polar NRZ signaling ~re equal. Both can be speci fied as

R for Nyqu ist II si qr iI ing. In terms of bandwidth efficiency or fig-

ur e )f m e r i t , both ca n be spe c i f  i - I  i - 1 F 1 bit s/Hz for Nyqui st II signal —

1 r - ~. WI’i i ti- ~~~~~ i n  r i  se power is t lie same for e~~. h of the signal formats.

In the N yq u is t II c - i .e, the aver -n ii- total no i se power is twice that of the

Nyqu is t  I Case.

Howi - v er , in terms of si gn - it power the t w ( j  f o rma ts  are  not equal when

‘onsidered in terms of equal peak—to—pe ak si gnal amplitude A.
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- Polar NRZ curve is the same under average
total or maximum s tead y s t a t e  power l i m it .

Neu tra l curve (a) is under an average total
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It has b~en shown that the spectrum of the special case of a binary

train of alternate on—off squarewave pulses consists of a d i r e c t  current

component plus components consisting of the fundamental and odd harmonics

t he reo f , in w h i c h  one—ha l f  of the average  t o t a l, signal power is contained in

the DC component . The equivalent polar spectrum is the same with the direct

current component omitted.

It uncurbed binary rectangular pulses with no band limiting are as-

sumed, the peak signal power per ohm is A 2 for the neutral signal and A 2/4

for the polar NRL signal , showing that 6 dB more peak power is required for

the neutral signal to obtain the same decision margin .

On an average signal powe r basis the neutral  signal requires A 2/2 and

the polar si gnal A 2/4, showing a 3 dB difference.

In the case of additive white Gau ssian no i se, the probability of error

is related to the probability of the noise component amplitude at the output

of the receiving filter exceeding A/2 at the pul se centers. If the binary

wave is positive , wit h  re spect t o  the decision threshoLd , the noise com-

ponent must be negati 1,*- 1 ( 1  produce an error and vice versa. Thus , a t any

one s C lm p I ir i q instant we CJre con~ ern i ed with only one polarity of noise r-eaks.

Using the general expression for probability of error:

P(e) = ~- (1—erf~Ji~i )

we I i i  d e f ine m as fol lows for ~he neutral and polar NRZ signals :

Polar (Binary):
(4—20)ITt — S INp

whe re 
~ 

is the - ivr- r a ’je t - t a l  si gnal power and N is the average total no i se

power in a N y q ij i ’ ,’ II (put s~- rate ) bandwidth ; thus
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m = S /2N f 4—21p o c

Neutral (Binary )

rn = S /N (4—22)
n

where S is the average total signal power , wh ich  is twice that of the polar

signd t S , and N is the averdqc total noise power in the pulse rate

bandwidth .

S
it = 

~~
—

~~
-- for equal. probability of error (4—23)

The E
B
/N ratio is equal to the S/N ratio for Nyquist II signaling (since

the bit rate equals the bandwidth ) for equal probability of error in the

binary neutral arid polar NRZ cases.

These signa ls uti l ize the pul se interval efficiently in that the entire

i nterva l contair - C~ signal information . Timing  in fo rmat ion  is contained in

the signal transitions or decision level crossings and thus is a function of

the transition density which in turn is a function of the pulse train pat— 
C

tern .

Neutral si gnals , in addition to the 3 dB S/N disadvantage , have an ad—

di t i o ni at disadva n tage when compared to polar NRZ signals. In a neutral sys—

ti- rn w i th an A/ ? s l icing Level , a 107. decrease in A causes an approximate 7%

pulse interval error (spacing bias ) s ince the slicing level is no Longer at

AI~?. In a polar Nfl! system the slicing level remains at zero and the mark—

,pace interval symm etry is maint a ined as long as the mark—space amplitude

sy mmetry is maint - ir ned.

For these reasons, neutral signaling is seldom used except for very

short cabl e paths .ur .h  as between devices in the same general physic al area.
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b. Polar RZ: Pola r RZ ‘C ig r iats hi ve a broader frequency spectrum for a

given informa tion si gnaling r i t e  because of the fact that each information

pulse is divided into two shorter pulses. As a result of the wide spectrum ,

less of the energy is it zero and the very low frequencies which makes it

feasible to transmit these signals through transformers , which are the pri-

mary coupling is -vices in the vast cable and microwave frequency division

multiplex networks . ihese signa ls essentiall y waste one—half of the

bandwidth in that only one—half of the bit period contain s signal informa-

tion . However , if the i’~ro am plitude intervals are considered t o  be a third

level and appropr iate slicing leve ls are implemented , a zero crossing is as—

-u red during each i n f o r m a t i o n  b it period and timing i n fo rmat ion  can be

read i l y  e x t r a c t e d  and the t r a n s i t i o n  dens i ty  is not dependent upon the in-

form at ion pa t te rn .

c. B i — P o l a r :  Bi—polar si gnals also have a broader frequenc y spectrum

and have e s s e n t i a l l y  zero  energy at DC and the ve ry  low f requenc ie s . Most

of the energy is concentrate d at a frequency equal to one—half of the infor—

inat ion hit r a t e . The s e s i - m IS a lso essen t ia l l y  was te  hal f  of the bandwidth

and ‘it the zero crossings are utilized to extract ti m in g information , it is

noted that the transition density is a function of the number of information

one ’s transmitted . The advantages of this si gnal format are the relatively

hi gh concentration of energy in the center of the band which permits

transformer coupling and le s , than ideal hiqh frequency cutoff in the chan—

net plus the format requirement of alternating polarity of one t s permits

in—service error dete ction.

T he 3 dU los i n  margin against noise suf fered by polar RZ and b i—polar

si gnals is not signifi ~ ant when t h e s e  formats are utilized over cable facil-

ities which have reg enera tive repeaters at relatively close intervals.
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- -d D i f f e r e n t i a l  Encoding D i f f e r e n t i a l  e n c d s n g ,  as the term im plies ,

is not a form of pulse format . The differentially encoded pulse train may

be transmitted in any of the other pulse formats. It is included here in

order to determine it s effect on error probability.

One is tempted to intuitively suggest that since the information is

represented by the direction and dista n ce in the change in amplitu de between

two sampling instants ( in two in fo rmat ion  b i t s )  that an error in dec is ion  at

one instant (bit ) would aNo produce an error at the following instant

(bit ). However , it has been shown , analytically and experimentally that

this is not necessarily so. When one considers that the probability of a

decision error , due to the noise , at the second sampling instant is the same

as the probability at the first instant , and tha t su ch a second err or wo u ld

complement the first error , it seems togical that the degradation due to

differential encoding would be some quantity less than two and m o t e than one

times the error probability of an uncoded pulse train.

For simpLicity, however , this report will utilize the conventional con-

cept that differential encoding does produce bit error pairs for each error

puls e, unless specifically stated otherwise .

e. rn— a ry Signals (Fig. 4.6). To make decisions between more than two

levels requires additional decision thresholds on the basis of

L = (m—1 ) (4—24

where L is the number of decision thresholds and m is the number of levels.

In the quaternary case (four levels ), t hree thresholds are requ ired , so

that for an equal peak—to—peak signal range, the amplitude of noise required

for an error decision is reduced t o  one—third that of the binary case.

___________ -
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In general , an m—ary signa l format has a margin agains t error of

1/ (m— 1) that of the binary case . In the quaternary case, the two inner lev-

els can be dist urbed by either polarity of noise and are twice as Likely to

produce errors. In odd or even niumb .~r of level systems , with symmetrical

distribution around zero , the separation between adjacent levels is

D A / (m—1 ) (4—25)

where D is the distanc e in terms of the peak—to—peak signa l range A.

An error wi ll occur whenever- the absolute value of the noise wave, at

the sampling instant , exceeds one—half of this distance except when the sig-

nal sample is at the two extreme levels of + Al?. When the signal sample is

at +A/2, an error occurs only when the noise sample is less than —AC2 (m—1));

and when the si gna l sample is at —Al ?, only when the noise sample is greater

tha n +A/ [2 (m—1)].

If all levels are equally probable , the probability of any one level is

1/m , and the probability ol an error in any one signa l can be written in

terms of the general expression for probability of error as

= 
~~~~~~

- (1-erf~~M~ s (4—2 6)

We can compute the average signal power as

(m+1 ) S 2
(4—27)

where S~,2 is the value for the binary polar N-i l case and equals A 2/4.

M can be shown to be

_- 
-

-i- -I
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where ~j~?- is the average total si gnal power—to—no i se ratio for the Nyquist
p2

II binary case. This provides a comparison to the binary case on an equal

bandwidth or signalling pulse rate.

However , it must he remembered that , in comparing mn—ary signals with

binary symbols , the m—ary signal contains (Log
2
rn) bits of information per

pulse and hence , on an equal information bit rate basis , onl y 1/ (log
2
m)

times as many pulses per second , or Hz of bandwidth in the Nyquist II case,

are required .

4—4 . INFORMATION CODES

In order to transmit discrete messages (data or written messages )

correctly and unambiguously, each symbol appearing in the message must be

un i quely characterized. The process whereby a sequence of discrete bits are

used to identify a larger piece of information is termed coding . It is the

sequence of “1” and “0” (in the case of binary waveforms ) that represent the

numbers in a computer , a message over a teleprinter service , etc.

In order to assure the reliable transfer of information , it is impo r-

tant to code each symbol , comprising the message, into a code word without

ambi guity. The length , or the number of bits , necessary to represent a sym-

bol depends on the total number of possible symbols appearing at the source.

Some of the commonly used codes are presented .

4—4.1. BAUDOT CODE. One of the earliest , codes is the Baudot 5 bit tele-

printer code. Five bits are used to represent each character. Accordingly,

32 (2~ ) differe nt charac ter s c a n  be coded . Figure 4—7 shows the Baudot 5
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bit code. The number of distinct characters is increased by having an

upper— and lower—case form. These two form s are ind i cated by using the

letter shift and the fi gure shift keys on the teleprinter. Once the letter

shift is sent , all the characters that follow are in lower case unless a

figure shift is sent. Baudot code with few modifications is also referred

to as International Telegraph Alphabet 2 (ITA—2) code (American version ).

4—4.2. ASCII CODE. In data transmission , particularly with computers , the 5

bit teleprinter code poses too many restrictions. A widely used code in

computer systems is the ASCII code (American Standard Code for Information

Interchange ). The ASCII code is defined with 7—bits per character; there-

fore, it has 128 (2~) disti nct combination of marks , spaces, etc. for as-

signment as characters. Users of the ASCII code may also represent each

character by 8 bits , where the eighth bit is a parity bit , wh ich is dis-

cussed later. The ASCII code is shown in Fig. 4—8.

4—4.3. BINARY CODED DECIMAL (BCD). (Figure 4—9). Data transmission fre-

quently involves the transfer of numbers only, particularly in computer com-

munications. These numbers may get very small or very large. RatI~er than

converting them into the ASCI I code , it is convenient to transmit the num-

bers in thei r  binary form. Each di git of the number is transmitted sequen-

tially in its binary representation. It takes four bits to represent the

decimal d i g i t s  0,1,2,.. .,9. When each digit is converted to binary and

transmitted , the resulting code is called Binary Coded Decimal. For exam-

ple , the decimal number 26 in binary representation is 11010; in BCD it is

0010 0110 — the binary representation of digits 2 and 6 are combined to form

the BCD representation. By assigning each alphabet character a un i que

binary coded decimal , this code can prov i de both a l phabet and numer i c
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trans fer .

4—4 .4. EBCDIC. EBCD IC is an ii ronym t r  Extended Binary Coded Decimal In—

t e rc han~ e Code . T h i s  code re p r . - ~c -n i t s  each cha rac te r  by one e ight—bi t  num—

Ua- r . Thes~ . ight b it s  are di~~iW C 1 i nto two groups of 4 b i ts  each.  Since 4

b i t s  can repres e nt  the integers f rom 0 to 15 , the numbers 10, 11, 12, 13,

14, 15 are represented by A , B, C, 0, E and F . This forms a true hexade-

c imal  code. The complete EBC D IC code is shown in Fig. 4—10.

4—4.5. HOLLER ITH. The Hollerith Code is most commonly used on punched cards

for reading input information to the computer. A c haracter  is represented

on a card by one or more holes punched in one of the 12 hole posi t ions on a

card . Thus , Hol ler i th  is a 12—unit cha rac te r  code. The number of symbols

that can be represented by a 12—unit code is very large. Therefore , in com-

mon usage, no more than 3 holes are used in any column. The Hollerith Code

is rarely used for transm ission purposes; it merely functions to input data

to the computer. Other codes, such as Field Data , EBCDIC , ASCII , et c. are

used for t ransmiss ion.

4—4.6. FIELD DATA CODE . (Figure 4—11). The Field Data Code is an 8—bit

code which was used by the M ilitary, but has been replaced by ASCII. Out of

the 8—bi ts , 7—bi ts  are used as in format ion b i ts  and the eighth bit is used

for control .  Thus , w i t h  the 7—b its allocated for information , 128 (2
k’) bit

patterns are available for assignment to characters . The 128 bit patterns

are subdivided into 64 each . The control bit , along with the bit patterns ,

f rom each subdivision, is used for coding information. Due to the presence

of the contro l bit , the F ie ld  Data Code has par i t y  che ck capabi l i ty  which is

dis cu s- ,eri later . 
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F IELOA TA 7— level (bit) p Iu s 1 p a r i t y  h i t  code is used as a s tandard
m i l i t a r y  cod a - in s~~~~i. 1 I ( ~~ I d t  ( ( j n i I ( ~~~t ion / t a ’ i ’ . Out f a m i i i
of 12 8 code eoari b i r i~it l oris , on I y a r .  j - , a -d  to  repre t - m r t  a .- V a r  an
alpha • nunier ic , -Cy inh i  I , or cont r a i l  I i n C  t inn . ~na k code c rA b i n i a t  ionS
may have I t - a - r i  a I t a  r . -~ b y -

~~ re nd  i n j  i f  i .  I - t  a ncj s ixrir- contro l funct ions
or symbo ls to cont ,ri- i to. sys tem requ i r a  —~ - i t s .

B IT
P0SITIOU~.—~~b1 0 0 0 0 1 1 1 1

._~~~b6 ( 0 1 1 0 0 1 1
__

~~ h 5 O  1 0 1 0 1 0 1

b4 h~ b2 b I

.Q ~Q ~Q -~~ — — — J1L IILAW _J~ _J_ I_.
~~~~~ .~~. -~~~ J — — ~iU~ U.L .~ L L.

Q Q~ I — — — ~ LL~ _LL _JL ~±
LL ~D. J~ 1 — — ~U~ILfl ILLLL. LE_ _IL.. .-i_.
O 1 0 0 OUT CI~ 0 =

.~~ J ~~~ U~~~L~~~~L _

~~ I I ~~ — .& ° —
.Q. I I I — —- ~~~~ JL_ .~~~~ i .  _L
1 0 0 0 

— 
8~ -~~~~ C S 8

I ~~ ~ _  ~~~~a J L  L .-~~~~~

L ~. J~ D . _ _  I L_ _U .~~~.
_1_ .Q. J- ~1 — — ~~L L_. V __ ___

L J~ ~~~ L~~~LB G W  ? /
J.. i~ .Q I — — ~~~~ Ji_ _L. L _ _ _

1 1 1 0 )0t’r-l I Y ‘

iIIJ~~~~~~ii~~~ ~~~~~ ~
LEGE ND:

IL Idle Line SOL B Sta r t  of Line Block
TEL Teletype Assi gnment EDB End of Data Block
OWD One Way De le t e  EOLB End of Line Block
MC Mode Chanqe RH Reject Message
ACK— 1 ,2 Acknowledge SOM—H Sta rt of Message-Hi gh
REQ Request UC Upper Case
W BT W a i t  Before T r a n s m i t t i n g  IC lowe r Case
REP Repeat IF Line Feed
SOM— L S t a r t  of Message Low CR Car r iage Return
ER Error SP Space
DM D i s r e g a r d  Messa ge  TAB Tabulat ion
(GM End of Message

Fi gure 4.11. 7—leve l FIELDATA (~ i lit ary) code
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4— 5 .  ERROR DETECTION AND CORRECTION.

The reliability of transmission in di g i tal  systems is measured in terms

of bit error probability. Since noise is present in all practical systems ,

there is a finite chance that a r e c e iv e d  bit in a b i t  s t ream is in er ro r .

The process of i den t i f y ing an error in a received symbo l is termed error

detection. Consider , for example , a source that produces two possib le mes-

sages. Then , provided the transmitter and receiver know beforehand the con-

tents of the two messages, transmission can be accomplished as follows : A

binary 0 is sent whenever the fir r t message is produced and a binary 1 is

sent whenever the second message is produced . Owing to noise — especially

impulse noise — there w i l l  be e r ro rs .  A “0” may be received as a “1” or

v i ce versa , thus resulting in an erroneous received message. Furthermore ,

there is no way of telling if an error has occurred . A second way of

transmitting the possible messages would be to represent the first message

by two U’ s and the second message by two l’ s. Now, if a 01 or a 10 is re—

ce~ved , an error has occurred; which of the two messages was sent is not

known . In this case , however , the occurrence of a single error has been

detected. Of course , there is a possibility of two errors occurring; that

is , a 00 is rece ived as a 11 , or vice versa . In this case , again , there is

no way of detect ing two errors . The transmitted code could be made more

comp li cated by using three binary di g its to represent each message: a 000

indicat e s the f i r st message; a 111 indicates the second message. If a

001, 010, or 100 i c  received , then there is an e r ror .  However , a dec is ion

rule can be established to correct such errors. In this case, since there

are more Os, the receiver can identify i t  as the first message . Similarly,

i f 110, 101, or 011 is re -e iv ed , the received message can be identified as

the second one since there are more is.

____ - -~~~~~ -~~~~~
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The above examp le i l l u s t r a t e s  how d code can be made more comp l i ca ted

to comb at the effect o f  noise . In the first method , when on ly a -~in gle di-

git was transmitted , there was no simple way to de tec t  any e r ro rs .  In the

sec ond method , sing le  e r ro rs  could be d e t e c t e d .  In the third method , single

errors  could be de tec ted  and c o r r e c t e d .

The price paid for having error detecting and correcting capability

through t ha - use ~t simple bit redundancy in a code results in either a re-

duced rate of information transfer or “throughput ” in the system or an in-

crease in the bit rate to m a intain the desired throughput . Three bits can

be used to tr i r -~rn it eight different possible messages , but , in the above ex-

ample , thre e bits are used to Y 1VI st r i qte error detecting and correcting ca-

pability t n  a code used for representing two different messages. The

transmission of more information than is strictly necessary fo r communicat-

ing all messages from a source in order to guard against errors (both due to

noise and humans ) is termed redundancy. Theoreticall y, error—free transmis-

sion is pos~ iL - le by adding enough redundancy in a code. This may, howeve r,

result in an extreme ly low inf o rm i t ion transfer rate , which may not be a

practical solution to the error prob lem . The amount of redundancy used in a

code depends on wheth er sing le , double, triple , or more errors are liable to

occur more frequently in a transmission environment.

4-S.!. PARI TY CHFCI (~ . The bits used to represent a symbol or message pro—

min ed by a source ire cu t led information bits. In order to have error

detecting capabi l ity, a type of redundancy b i t -~, called parity bits , can be

added to the information bits to form a complete code word . A single parity

b i t may be added so th at the sum of binary is in a code word is an odd num-

ber (odd parity ) or an even number (even parity ). Such an arrangement

detect- , sing le bit enror ; that i - ~, a 1 changed to a 0 or vice versa can be 

—-- — ——-— —_ —- -—- -—
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de tec t e d  by single p a r i t y  bit. The ASCII code is an example where a single

par i t y bit is added to al low for error  d e t e c t i o n . The single digit parity

check informs the receiver of a single error; it does not identify which di-

g it is the wrong one; rather a request for retransmission is made whenever

any error is detected .

Often code words i r a- grouped into blocks , and a further special charac-

ter is added a~ a block parity check . Ira swh cd’;e%, the character parity

check is referred to i; the vertical parity check (VRC ) and the block parity

check is called the ion g itud ina l. parity check (LRC). In the VRC/LRC scheme ,

~— ach data character to be transmitted is first checked for parity by the

transmitting device , a parity bit is added as required (odd or even parity ),

and the resu lting code word is then added (modulo 2) to the contents of a

register and simultaneously transmitted. Each bit of the LRC character re-

gister serves as the resultant parity check on all data Li ts occupying the

same bit po-~it ions (including the VRC parity bit ). At the end of the data

block , the resultant LRC character (in the transmitting register ) is

transmitted to the receiver. At the receiver , each character is checked for

parity and is added (modi-lo 2) to its LRC registrar. At the end of the mes-

sage b lock , the LRC character received from the transmitter is compared with

the LRC character in the receiver LRC register. This method can detect all

error patterns involving an odd number of errors within at least one of the

bit positions cont a ining errors , or an odd number of errors within at least

nme of the da t - i charact ers . Thus , an error pattern with an even number of

a- rr o r - , in a ll bit p o stt ions cu n n tair i inq errors and in all data characters in

a- rr o r , wi l l  not ba - iet . ec t a l .

4—5.2. ERROR CORRECTION . Jr - n order to have errur corr ect~ r q capability — in

i r inj i t ion  t a  er ru r detect ion capability — -in a code, ci t her more redundancy

-~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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d r i l l s  are d e liberatel y affixed to the information d ig its or complex

coding /decoding schemes are uti l ized . These methods of error corr ection ,

whereby correction is made it the receiver on the basis of some decision

rule , -are cal led Forward Error Correction , in contrast to error detection

and subsequent reque-; t for r e tr a nsmission by the receiver .

Error correcting codes ire , in q a r i e r a l , more comp li :at ed and can be

less efficient (in terms of e ffect i ve throughput rate ) than the codes which

h u m  error dt’ t ~ct r nrq r a p ah i lit y ont y. Multi pIe parity di gits can be used in

order to detect error , locate them , and th n correct them . A set of codes,

called Hamm ing codes , use multiple p a rity checks for detecting errors and

correcting some of them . As an example of a Hamming code, refer to the so—

culled 4— out—of— 7 code sho~n in Figure 4-12. This code uses 4 bits for in-

formation and 3 for parity chec la . The code shown uses an even parity check.

Parity di git 1 i s u - a d  to check inform ation digits 1, 2, and 3; parity di git

? is used to check inform a tion di g it s i , 2, and 4; and, parity digit 3 is

used to check information digits 1, 3, arid 6. Note that the sum of is in

the parity di q i t and the information digits it checks is an even number.

Th is code will detect up to two errors and correct single errors.

In practical systems , errors occur in groups or bursts widely separated

in time . For much of the transmission time there will be no errors , so

correcting capability is not used. But when they do occur , the errors are

multiple. Accordingly , error correcting codes must be selectively used .

More often , on common voice channel paths , error detecting codes w it l, au-

tomatic retransmission capability are used . Err ’-r correcting codes are most

usefu l on special systems in which real—time data is required and the error

r a t e in the dat -a must he lower than that normally produced by the transmis—

S u rn p a t h .
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Information Parity 1 . Parity 2. Parity 3. Total

digit no. Checks 1,2,3 Checks 1,2,4 Checks 1,3,4 Charac te r

1 2 3 4

0 0 0 0 0 0 0 0000000

0 0 0 1 0 1 1 000101 1

0 0 1 0 1 0 1 0010101

0 0 1 1 1 1 0 0011110

0 1 0 0 1 1 0 0100110

o i o 1 1 0 1 0101101

0 1 i o 0 1 1 0110011

0 1 1 1 0 0 0 0111000

1 0 0 0 1 1 1 1000111

1 0 0 1 1 0 0 1001100

1 0 1 0 0 1 0 1010010

1 0 1 1 0 - 0 1 101 1001

1 1 0 ‘1 0 0 1 1100001

1 1 0 1 0 1 0 1101010

1 1 1 0 1 0 0 1110100

1 1 1 1 1 1 1 11111 1 1

Figure 4—12. .+/7 Code with even parity. 
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4—5 .3. H/IF F I R S .  W lier n a - c  ror  n / a t a- ct b i n  (pdr i t  y) schemes a re used, a protocol

is requ i red be tween  th u t r a n a s m i t t a - r  arid rec e i v e r ;  i.e., a f t e r  a c ode word or

data b l ock  is t r a n s m i t t e d , the receiv - r notifies the tran s mitter whether or

not t he re n a—i v i -m i  w o rd  or b l ock  cur t a i ned  e r ro rs , and i f  so , t he t r a n s m i t t e r

r e t r a n s m i t s  t he word or da ta  b l ock .  Most sys tems permit  re t ransmiss ion  of a

word or b lock  up t o  co ma -  ‘p e cif tc m u m / n a - n  of t imes  ( t h ree  is a common number )

arid i f  it cannot p n o d n i n a- inn error f r e e  word or b lock in that  number of

times , the t r a n s m i - i o n  path is d et€ -rm in a ed ir ) be “out—of—service ” and ap-

propriate alarms are activated. Thi s type of operation is commonl y called

- i n  “A RQ ” system .

In .any A RQ s y s t e m  some fo rm of  s t o r a g e  is required in order t-~ “hold ”

each t r ansm i t t ed  word or b lock  unt i l  the rece i ve r  has acknow ledged re c e i p t

of the word or block c o r r e c t Fy .  Th is  type of s torage is ca l l ed  a bu f fe r .

In  some cases , t he mes sa nle source may “act ” as i ts  own bu f fe r ;  w h i l e  in oth-

er cases, a separate block in the system is required . ln transmitting from

a paper t apu- , for e amp le , the tape reader reverses to the beg inning whenev-

er re—transmiss ion  is r a - q n au sted . T he same  can  be true for messages from

m aqnuet ic tapes or d i s k s . In key board dev i ces  or ca rd—readers , a separa te

s to rage  unit may c o n s t i t u t e  a b u f f e r .

4—6. RE (~ENERA T 1V E REPEAT ERS

Another  method of reduc ing the rece ived er rors  in  a di g i tal  system is

t o insert regenerative repeaters in the t r ansm iss ion  path at points at wh ich

the expected worst—case S / N i s  h i gh enough to permit d e t e c t i o n  of the incom-

ing si gnal. with a lower error rate than is possible at the end receiving

point.

_ _ _  - - - - -  --
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The fu nct ion of  ci regenen~~t vt- repeater is to de tec t , re—t ime , and re—

shape the di g i t al  w a v e f o r m .  Due to th is  a b i l i t y  to regenerate the

t r a n s m i t t e d  wave fo rm at regu lar ly  spaced d is tances , di g i tal  t ransmission

uses a noisy media more e f f e c t i v e l y  than analog transmission . In analog

t ransmiss ion , the noise is ann in l i f i ed  along w i t h  the si gnal.

The functional diu~ ram of a regenerative repeater is shown in Fi gure

4—13. For purposes of illustration , it is assumed that the pulse train at

the Output of the previous regenerative repeater , or the transm itter , is a

bipolar wave.  The wave fo rm is d is to r ted  by the c h a r a c t e r i s t ic s  of the med ia

and corrupted by noise. The waveform at the input of the regenerative re-

peater appears as shown at point B, Fi gure 4—13. The function of the pream-

plifier and equalizer block is to facilitate the subsequent ret mmi ng and

reshaping of the wave . The p reamp l i f i e r  accentuates  the level  of the wave ,

so that a dec is ion , ca l l ed  the level  dec is ion , about the presence and polar-

ity of a pulse can be made by the regenerator block. A threshold ing opera-

tion is used to check for po la r i t y  and the presence of a pulse or no—pu l se.

The timing block f a c i l i t a t e s  the regenerator  to re t ime the d is to r ted  input

pulse t r u i u a  It pruv di-~ a sign a l to sample the equalized pulse where the

signal—to—interference leve l, is the max imum , to maintain proper pulse spac—

ing, and to time the output si gnal of the regenerator at the proper bit

0 rate.

The regenerated wave may depart from being an exact replica of the

transmitted wave a point A, Fi gure- 4— 13 , due to any of the follow ing fac-

tors: the interference is sufficiently high at the input so that a wrong

decision is made , spacing between poIses departs from its proper value to

an extent which precludes timin g recovery and thus causing pulse pos ition

jitter , the output pulse shapes are not ident ica l  to the t ransmit ted wave.

• - - . 4
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Each of these imperfections have a bearing on the reconst ruc t ion of the mes—

sage at the receiver. Each error made at a repeater , of co ur se, is

transmitted to the next repeater , and so on, to the end receiver; thus the

er ro rs  - a r e  accumula ted along the t r a n s m i s s i o n  path.

4— ? .  TRANSMISSION MODES

4—7.1. PARALLEL TRANSMISSION. In pa rall e~ t ransmiss ion , each bit (e lement )

of the code word is transmitted along its own channel , so that the entire

word is transmitted at the same time. Thus, a 7—bit word needs 7 channels.

In terms of cost , this mode of transmission would be expensive except for

very short paths ; it is used extensively in computer systems between the

processor and peripheral equi pment in the same physical area.

4—7.2.  SERIAL TRANSMISSION. Th is  mode of t ransmiss ion is the most commonly

used in digita l tra n smission. Each element (bit) in the code word

representing an information character is tr ansmitted sequentially along one

cha nne l . For example , ur n ASCII coded terminal on—line to a computer codes

e a ch char a c t e r  into  ‘— t t ’ ,, arid ‘ b - n  t ransmi ts  them one bit at a t ime. The

ASCII  code for le t te r  S is 01010011. Its ser ia l  t ransmiss ion is shown in

Fi gure 4—14.

1 0 I ~~~O 0

] 
I I 

1 TIme

ASC I Code for tire let ter S

F i a i u r a -  m~~~! ~~ . ‘ - n - a l T t n s i u u i ’ ,’,lon for letter S.
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4—8. TIMING /SYNCHRONIZATION

In order for the receiver to correctly decode the received code word ,

i t  must have in fo rmat ion  about where and when to expect the code for each

word and f u r  each L i t  in the word; i .e., it must be able to lock onto the

t ra n smitted si g n a l , so that it can decode it. This is a timing problem.

The concept ot time is extremely important to digital transmission.

There art- three basic methods of synchronization; symbo l or bit timing,

ch a ra c te r  or word t iming and message or block t iming.  A l l  systems must have

some method of symbol or bit t iming in order that the receive device can

sample the incom i ng pulses and then compare the sample with its “Dec i sio n

Threshold ,” to determine whether the pulse is a Mark or a Space (logic 1 or

0). Then , the system must employ either character (word) or block (message)

timing in order to determine where a specific character or block of informa-

tion starts and ends.

4—8.1 . START /STOP—ASYNCHRONOUS SYSTEMS . In Teleg raphy and many digital data

systems , a method of timing called Asynchronous (Start—Stop ) is widely used.

this method combines character timing with bit timing. Each character code

is preceeded by a sing le “Space ” pulse (Start pulse ) and followed by a

“Mark” signal (Stop signal). Notice we said , “Mark signal ,” not “Mark

pulse. ” This is because, depending on the design of the transmit and receive

devices , the “Mark signal ” may be equal to 1.0 bit , 1.42 bits , 1.5 bits , 2

bits , or any other time in length . The “Star t” serves to phase the sampling

of the code pulses and actually “Starts ” the receive device detection or

sampling mechan i sm . The “Stop ” provides a pause or rest period before the

st - art of the next charact er and assures that the receive device is ready to

detect or sampLe the next character. Thus a “Stop” fo l lowed by a “Start ”

_ 
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si g flj fj~ 5 to the recejvfn 
device that a flew character is beginning 

and

Provides a reference Point in tim e w it s wh ich to judge wh e re to sample each

Pul se Ihe “Stop ” si gnj fj~ 5 that the characte 
~s com~~~~~

Let’ s look at the Baudot Code again (Fig ~ 4—15).

Table 4—1

Baudot Code Var iati on 

5peed 
Char Per 

Length of Length of 
Length of each of

Secor l 
Stop Pulse Start Pu l se S Code Pulses45 .45 

~~~ 6.~ 22 ms 22 m s 
22 ms

45.45 BPs 6.13 
ms 

22 m~ 22 ms
BPS 6.73 

28.4 ms 20 ms 
20 ms

50 B~s 6.67 
30 m~ 20 ms 

20 m s
RP~ 

~O.ó 13 .47 ms 13 .47 ms 13.47 ms
BPS 1O.~ 19.18 ms 13 .47 ms 13~47 m~

7~ ~p5 10 7 
73 .33 ms 1~ .33 ms 

13 .33 ms
~~~ 1Q.~ 19.99 m~ 13 .33 ms 

13 .33 msAs sho~~ in TabL e 4—~, the throug~p~~ in terms of characters per

second, Ca~ be di fferent in two 5Ystem s due to the difference in Stop Pulse

l ength even thOUgh the average bit_ rates are the same for both Systems.
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4—8.2. SYNCHRONOUS SYSTEMS. The second widely used method of bit timing is

cal ied “synchronous. ” In this method the bit timing is actually recovered

from the train of pulses which make up the signalling. There is no need for

start or stop si gnals. The release of bits from the transmit device is usu-

ally precisely controlled by a highly stable oscillator referred to as a

“clock. ” Each bit transmitted is then almost exactly the same length (typi-

cally to within one part in 100,000 parts). The receive device contains an

equivalent oscillator (clock ) and once in phase with the transmit oscillator

wi ll remain essentiall y in phase for reasonable periods of time , depending

on the accuracy/stability of the two oscillator systems. The in—phase con-

dition is also refer red to as in “synchronization. ”

Synchronization is normally accomplished by transm~ tting a special pat-

tern of pulses at the beginning of a block of characters or message. Upon

recognition of the synchronizing pattern , the receive device brings its sam-

pling t i m i ng in phase with that of the received signa l and also because of

the specific arrangement of one ’s and zero ’s in the pattern , kno ws ex~~ tly

where it beg ins and ends and thus where the first bit in the first char acter

will begin arid end .
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Although the oscillators (clocks) in the transmitting and receiving

devices are highly stable , they do drift apart very slowly. For example ,

with a stability of 1 part in 100,000 parts (1 x 10~~) at a sampling rate of

25’)O times per second , the clocks would typically remain in synchronization

for approximately 20 seconds. Re—synchronization must be periodically ac-

compl ished by inter—leaving the special synchronizing pattern with the mes-

sage often enough so th a t the system never loses synchronizat ion . This type

of synchronous system is more properly referred to as being “Isoch ronous.”

Another method of maintaining synchronization , which is truly synchro-

nous, is to have a “controlled oscillator ” or clock at the receive device.

This type of clock gradually adjusts its timing rate to agree with that of

the incomr nq signa l and thus does not require periodic re—synchronization

because of clock drifting or timing perturbations in the transmission path.

It is wide~y stated in the literature that synchronous transmi ssion is more

efficient than asynchronous transmission because the start/stop bits are not

required . Those making such statements , however , are confusing bit or sym-

bol timing with character or block timing.

while it ~s trut - tbat -~tart/ stop pulses are not required in -i sochronous

or synchronous systems to maintain bit tim ing , some system of identifying

the beg inning and/or endi u-uq of each character or block of data is required

and these b i ts , reft-rred to  as framing bits , can be as extensive as the

sta rt / st up signa ls in asynch r o rn u nu . sy-~tems.

For instance , the ASC II code provides for a character start pulse equal

in l i- r uq th to each information b i t , ,and a stop pulse equal in length to one

or two informat ion bits. In a synchronGus system , thes e start/stop pulses

are not used in the receiver fnnn bit timing, but onl y to determine where

each charac t nr . - ~ n . -and ~~r n 1 ,  -

r -
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In systems util i z i n g  blocks of data , e.g., IBM cards , framing bits can

be used to identif y the beq inning arid ending of each block (card) and thus

would be more efficient since a card , in th is  c ase, represents 80 charact ers

of (j~a t a .

In some s y s t e m - , no character or block identification is used; i.e., a

pattern is transmitted once (per message , minute , day, etc.) during each

period of t ime and character/block synchronization is maintained through

hi ghly accurate synchronous bit tim ing with the character /block format known

by both transmitte r and receiver . This type of system is highly susceptible

to loss of bit—count—integrity; i.e., if the transmission media inserts or

deletes a bit due to noise , fading or other perturbations , th is system loses

synchronization and mus t be re—s et . Synchronous cryptogra phic systems are a

primary example of this type of system .

4—9. TRANSMISSION CIRCUIT MODES OF OPERATION

Another set of terms encounter ed in digital data transmission systems

refer to  the circuit mode of operation as “Simplex ,” “Half—Duplex ,” and “Du—

ple x” or “Full—Duplex. ”

These terms refer to the operation of the circui t on an end— to—end

basis; i.e., transmitter , transmission path , to distant receiver in both

directions of transmission.

4—9.1. ~UPtEX OR FUIL—DtJ PLEX. This term refers t o  an end—to—end circui t in

which both transmission path arid terminal equ i pment are capable of transfer-

ring data in both direc tions simultaneously.

4—9.2. HALF -DUPLEX . Th is term refe r s to an end—to—end circuit in which the

• i_
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term inal equipment ca r both send -ii i r i-ir- ive , but not simultaneously. In

most cases, the t r a n u -~m issi u u nu p at ti u~~e i  as capa ble of t wo—way transmission

simu ltaneously; this is so only because the long—hau l trun k network (tele—

~hon .-)  as inherently a ? —w ay n i t  w i t

4~ ?.3. SIMPLEX . Th i s term cet er s to an end—to—end circuit that permits

t ransm issio n in u ni t - u i i r . -  t ioni onl y; t t e  terminal s are commonly referred to

a S  “transmit onl y ’ and “r€-ci-iJ ~ onl y.”

4—10. OCS AUTOMATIC DiGI TAL N ElW ~~ I (A UTODIN)

4—10.1. The A IJIOD IN is - a store—and—f orwar d message sw i t ched  network con-

sist ing ~ l arq a’ ~a ot om - at )c switchin g centers interconnected by transmission

run/a - , • a c h , c j bs ~ r ibe r fo r rn a l I y homes on more than one switching center

f- , n sur~~i - i a b i l it y  / u r p O s I - s .  The AUTOD IN ca n  also dial—up AUTOVON paths for

uSP as ba r h —up tru n ks.

Although a r c  exclu s iv e l y data networ k , actua l transmission is over

v oice—ct-ai r - I pat ’s u’~ in- 1 modems i i  m d i  ion the d ig i ta l signals.

4—10.2. Ar AUTODIN terminal sends a rn~ ssage over an access circu it to its

swi t c h n n ~ cent er ; here the message is tempor ar-i~ y stored . The switching

t - nte r prcn escur determines the proper routing required t., deliver the mes—

S~ a~~~t’ ~~ -
- the - a d i r e see(s); it also converts the message (code and bit—rate )

t~ t i ’  proper t r u n ~ f i n  m a t  and forwards the message to the w tch (es) serv—

1ri ~ t h e  addresse s (s ). T h e  r e c e i v i n u j  ~w it ~ h stores the message , determines

the r cO t ing to the add r e- - -n- a( s ) (an ther w i tch or a connected terminal ) ,

never ts the message t u  the prope r codc - arid - peed for t hm addressee termi—

r a t , -and forwards i t no the t .-rm ina t

-
~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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As c ar c I t -  • ,e i - r i , t t u -n a -  is rio di ia - c t  a -l a ’ c t r ical p i t  li b a t  w a -e lm the sendinc i

t a c - uian al (or a g i r a t  in ig }  o d  t I e  i a -  i~~ ri g t e r m i c i ~~I (addressee); a- u~ h c ,nrcpl a - t m -

m a - s ~~~~~ is Stored a ncii f u r  warded b y  the wi tching i n t e r ( s )

4—10.3. A U TODIN pro v id e ’ for  f j j i -  mo les of operation .

MODE I — Fu Il— d cp l i- ~ syrc hi j r c o u , w i t h  automatic error dete ction ,

AR U and channe l control p rotocol.

MODE 11 — F u l l — d u p l e x  i y r i c h r u n i o u s  without error detection , AR Q

or c h a r n e l  coot r ol protocol

MODE LII — Hybrid h a l f / f u l l  di p t a-~ sy nchronous w i t h  au tomat i c

e r r o r  d e t i - c t  ion , ARQ and d h i , i r c n i a - l  cc , r i t  ro t  protocol. Messages flow in

on’- direct ion at a t ime; t he  r i - t u r n  pi t h  is onl y used to send

c hani r ,’l—cont rot pn i t  ocol and ARQ characters.

MODE lv — S im p l i .t (on e — d i r e c t i o n  onl y, riot reversible ) asynchro —

nous without automatic error detect ion , ARQ or channel control proto—

cot (usually a receiver only path switch to terminal ).

MODE V — Duplex synchronous with limited channel control proto—

c o t .

The asy n chronous modes are limited to 600 b/s and the synchron ous mooes

to 4.8 kb/s.

4—10.4. The AU TOD IN access circuit from the terminal (base telecom center )

to the switching center is composed of two segments ; the on—base segment

whi c h is a met al lic path over the base cable plant , and the off—base segment

which may be an individua l metallic path , or a voice channe 1
~ on a mutti—

plexed wire and/or radio path.

Depending on the bit—rate , this access circuit must be conditioned to

meet the applicable DCS specific a tions which are similar to those shown in

Tab le ‘ -t ’i.

— a  :r-



Ii — - 1,

As can lie seen , th e r e is no da ta - c t  el i - t r i c d l  path ber~~i -c- r the sending

terminal (orig in at inq ) ar id the r~- c a - t v i n t  t e rmi na l ( a i ~ ressee); each complete

message is s t o r e d  m cii fo r w - arcl e- i by ttc i - s~~i t c h i r -ag center (s ).

4 10. ~~. AUTOD IN prov i d - ~ fu r i vi- i c - l i ’ , of operation .

MODE I — F~~l l i ~~m l c ~~ syrci Ii a n o u s w i t h  automatic error detection ,

ARQ and ch~ar ncel ccit t rol pro t ol

MODE II — l i l t — d u p l e x  -asynchronous without error detecti on , ARQ

or channel cont n i l  p r o t o co l

MODE III — l I ybr id I - a l t / f i l l  duplex synchronous w i t h  automat ic

error detection , ARO arid channel control protocol. Messages flow in

one direction at a time ; the return path is only used to send

channel—control proto col and ARQ i haracters.

MODE IV — Simp l ex (one— direction only, not reversible ) asynchro-

nous without automati c error detection , ARQ or channel control proto—

cot (usually a re ce iv er only path s w i t c h  to terminal ) .

MODI V — Duplex - y n c i h n u n i c t i . w i th limited channel control proto-

col

The asynchronous modes are l im i t a -d to 600 b/s and the synchronous modes

to 4.8 kb/s.

4—10.4. The AUTOD IN access circuit from the terminal (base telecom center )

to the swi tchin g center is c irnpi ,ed of two segments; the on—base segment

which is -a metal l i c path over the b a - a- cable plant , and the off—base segment

which may be an individual metallic path , or a voice channe l on a multi-

plexed wir e and/or radio path .

Depend i ng on the bit—rate , this access circuit must be conditioned to

meet the app licable DCS specifications w h i c h  are ~i nil. -ar to those shown in

TabLe 3—6 .

LA 
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SECT ION V

MODULATION SCHEMES FOR DIGITAL TRANSMISSION

5—1 . GENERAL

two primary methods can be utilized to transfer di gita l signals over

base wire transmission path s; i.e., direct di g ital (baseband or modified

baseband ) and quasi—analog . Direct dig i tal signalling can be used onl y if

the transmission path is solely composed of metallic wire ; i. e., there are

no analog devices (amplifiers , loading coils , analog frequency division mul-

tiplex or analog radio equipment ) in the path. Unless specific arrangements

are made with the off—base carrier , all base wire paths which connect to the

DCS or commercia l common carrier networks should be assumed to contain ana-

log devices and thus direct digit aL signalling cannot be utilized.

The basic reasons for this restriction are twofold ; first , direct digi-

tal signals (except those based on the bipolar type of format) contain a DC

component which cannot be passed over the existing analog network , and

secondly, the existing analog network is constructed around a frequency

division multiplexing hierarchy that provides transmission channels which

are severel y restric t ed in bandwidth. The inputs and outputs of these

derived channels contain relatively sharp cut—off filters which precl ude

signalling outside of the assigned bandwidth. In addition , t hose cha nnels

were designed for the transmission of telephone voice signals , and although

the frequency and phase distrib ution characteristics are adequate for this

purpose, those same characteristi cs degrade data signals.

The primary channel provid ed by those networks is the nominal 4KHz

voice channel ; for transmission purpose s, however , it has a useful bandpass

of about 300—3200 Hz . -

—

~
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(~ir e c t d i gi t a l s i- / r a t t i n g  devic e s for bit rates above a few hundred

bits—per- second are r e latively n w  devices whereas modems for use over the

vo -.ce harinet are read il y available. For th is reason, most existing base—

w a r t -  - i i i r t a l  transmis sion paths utili z e voice channel modem s even thoug h the

~- , - ,e- w )fC path is not restricted to the voice channel bandwidth.

This sect ion of the report presents the various modulation/demod ulation

schemes in common use for transm iss ion of digita l signals ove r voice channel

bandwi dt hs.

The techn i ques of oirect di git a l signalling over base wire paths wilt

be covered in a subsequent technical report.

For the purposes of this section of the report , modulation is defined

as the alteration of an audio frequency sinusoidal carrier by a baseband

pulse stream; demo dulation is the reverse process.

The sinusoidal carrier si gnal may be altered (modulated ) by varying its

amplitude , frequency, or phase (and combinations thereof ) in accordance with

the state of ‘ch a - ir i form at ion bit stream. These modulation schemes are dis-

cussed and compared i n  this section of the report.

he ttec ~- ’’ ; cai pi r l- r i l ance ot each scheme discussed , and the cca nnpari—

sons among the various schemes , will be based on the definitions and assump-

tions disc u ssed in Sectio n IV, para graphs 4—3.6 and 4—3.7.

5—2. AMPLITUDE MODULATION

5—2.1. SINUSOIDAL AM. In the mo d u lat ion of a sinusoidal carrier by a

sinusoidal modulating wave (when the carrier frequency is much larger than

the modulating frequency ), 100% modulation is obtained when the modulating

signal is so biased and l imited in amplitude that its maximum positive

di a’ t f i r -  am i ’ 00 - 
~ 

• ‘ - -r r ma( r i  r r c i~ ‘ re~’ 
1
~ i t  ~- max a mum average am—

- - -  - -*~~~~~~~
—---- - - - - 

- _ _ _ _ _ _ _ _ _ _ _ _ _- 



- — -.
~~~~

-w-  
~
—

- I gia ra - S - I . UI fla r’,’ Ar ip I it  j am 5h i f  t Keyin g ~dve h i  rn

- - - -  -- ~~~ - - - - —

~~~

--- 
a- ~~~ 

- - - - - -  ----



—I- - — -
~~ 

- - - -  — 
_ _ _ _

5— L i

plitude , its bias level crossing value causes the carrier wave to attain its

one—half average amplitude ; and its maximum negative direction amplitude

causes the carrier wave to reach zero.

It can be shown that this form of modulation provides a useful compo-

site signal which consists of the carrier frequency and a pair of frequen-

cies , one located at a frequency equa l to the carrier frequency plus the

modulating frequency and one equal to the carrier frequency minus the modu-

lating frequency.

It t he  m cj i u t a t i n g  w a v e  is a composite of several sinusoidal waves , the

si - i c fne ~i a e ’ c ies become bands o f  frequencies equal in relative spectrum

r a p a -  to t Ie- modulat ing s i g n a l  but ~hi f t ed  in frequency.-

T h i , , 100% iloutml e si-leband amplitude modulation is a linear process

(when coherent le tect io r a is c it i l i i a - i

It the modulating w - av~ is more comp lic ated but expressable by a series

of 5 i ’ a -  -ar c -i c o s i r c a ’  t e rms , ~- -a ~ - te rm w i l l  / e a j  to - a  ~air of sideband frequen-

t_ i .. -
’ .

a-  - i  so be ‘ ‘ -  w t i at - r c e — h ~~ / t o~ t a -  t ’ at ~~w a r is contained in

- a’ j~ r ~ m~~ ~ Ii, 0- I.’ t c) tjr t fl of t c a -  c t - -a l power is conta —ed in each

of t n.— - - - j e tm j n c I S .

With lass than 100% modulati on , the sideband power is proportional to

the - q i - a r e  of thp modu lation pe r ce nt - i -~e.

5-2.2. SQUARUW A ~/I AM . It a r i e at r ,a . b a l e - i  signal . (see Figures 5.1 and

5.2) of alternating m a r ks d u c t  ~p a - _ P5 (on—off puls es) is used to amplitude

modul ate a carr ier , t ea -  DC l o m p i c u i a - r c t  appears a - . the carri er term and the AC

compone nts appear as the Sideb a n d - w j t h  a spectrum similar to the baseband

sign al .

_ _ _ _ _ _
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In th i s form of amplitude mo ii u la tic ni , it is conventional to refer to

the percentage of modulation in terms of K, the modulation fdctor , where

CE + 1 ) — CE — £ )]

K ~~~~~~~~~~~~~~~~ 

E 
c (5.1)

where E is the maximum inst ant arieu ij c a n  ri er leveL and E is the maximum
C at

instantaneous modu lating wave level.

When E = £ the modulation f a c  to r  K 1 100% modulation in that E +m c C

£ 2 and £ — £ 0. 
-

at c at

This result can be arranged by setting the unmodulated carrier amp l i—

tud~ equal to E l ?  and biasing the neutral ba eband si gnal so that the posi-

tive pulses are equa l to C-f E l?) a i ii ~ the negative pulses equal to (
~
E c

I?) •

The biasing level (DC component ) is then represented by the carrier frequen—

y component in the modulated wave .

Applying the c yquist I criterion to doub lz?— sideband—amp litude modula-

tion (DSB—AM ) , the bandwidth required extend s from the carrier frequency

Cf ) to (f + f ) ar -I lrom (f ) to (f —f ) , where f is the Ny quis t f’~~—CW cw c 1 W  CW C C

- , ia-ncy. We can the ta sigrc ~~ at a r a t e  ot 2t or 1 BPS per Hz of the double—

sidebanded bandwidth.

On a Nyquist II basis (rai - ,e- 1 cosine baseband ) the DSB—AM channel must

aLSO meet Nyquist ’s second crit i -ri on i arid thus the 1 - j n i iwi dth required extend s

from Cf ) to Cf + 2f ) arid from Cf ) to Cf —2f ) , and we now signal atcw cw C 1 W  CW C

the same rate of 
~~ 

but at 0.5 BPS per Hz of the doub l e—sidebanded

bandwidth.

S iat i lai in ni j t c j n a- to the basebanad rii ca t  rat si gnal , the DSB—AM signal is

wastefu l of signal power and bandwidth in that one—half of the transmitted

r o w e r  c i ~~~~~a t n i - no m t - - c  in- t~~ c~ i - n t - t i e r  than the biasing level DC component and

- - 
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both of the sidebands contain identical information. The si gnal can be

detected on an envelope detection or coherent basis with a cost of 0.5 dB in

5/N sensitivity for the former.

Since contributions from both sideband s add to form the recovered

baseband signa l , arbitrary modifications can be made in the transmission

c h a r a c t e r i s t i c s  of the two corresponding frequency ranges.

One m o d i f i c a t i o n , asymmetrical sideband (ASB—AM) transmits one complete

sideband and a portion of the other sideband and typically requires about

1.25 times the bandwidth of the baseband signal compared with 2.0 times for

DSB—AM . The lowest baseband frequencies are transmitted by DSB and the

hi gher baseband frequencies by single side band (SSB). The amplitude of the

tower frequencies is double that of the hiqher frequencies. The complete

spectrum shows -a 6 dB drop in the transition region from full DSB to com-

plete SSB and usually an equalizer is inserted in the system to perform a

reciproca l function.

Another modification , which is complementary, is vestigial sideband am-

plitude modu lation (VSB—AM ) , in which partial suppression of one sideband in

the neighborhood of the carrier is exactly compensated by partial transmis-

sion of the Correspond i ng part of the other sideband . This techn ique con-

serves bandwidth and signal power and the gradua l transition in frequency,

between full transmission of one sideband and complete suppression of the

other sideband , is a realizable function with practical filters.

Another modification , single—sideband , suppressed carrier amplitude

modulation (SSBSC—AM ) conserves bandwidth and signal power to an even

greater degree in that one sideband and the carrier are completely

suppressed . Disadvantages or costs incurred are the absence of a DC com-

ponent and suppression of the very low frequencies in a realizable system

I  

—  — 
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and the requirement for coherent detection; it is also sensitive to phase

errors in the receive signal since it contains a quadrature phase component

which contains as much energy as the in—phase component.

VSB—AM also contains a quadrature component , but it is not as large as

in SSB—AM , and thus not as sensitive to phase errors at the detector.

Generation and detection of an SSB—AM signa l is made easier if the

baseband si gnal contains no DC component or very  low frequencies; then an

initially generated DSB—AM signal would also tack the DC component (Carrier )

and the sidebands would be separated in the region of the carrier frequency

making suppression of the one sideband realizable with practical filters.

Baseband signals which do not contain a DC component are polar in na—

ture (zero bias level ) and those containing only small low—frequency com-

ponents are bi— polar in nature. By our def in i t ion of 1007. modulation (K =

1.0) the baseband sign~tl was biased so that the negative going peak caused

the carrier to be zero. With an unbiased baseband signa l , the zero—level or

crossing would cause t h e  c a r r i e r  to be zero and the negative peak of the

baseband polar si ci r i a l  wou ld be cut—off in an o f f / o t ampl i tude modulator.

H - m w e v e r , if we arrange t t e modu lator so that the negative peak o~ the

baseband polar signal causes the carrier to reach the identical level as the

positive peak , but with an 180° phaseshift (K = 2.0), the result is a

double—sideband signal , without the carrier component , in which the baseband

marks and spaces are of equa l amplitude in the modulated waveform , but dis—

placed in phase by 1800.

This  s ignal can be t ransmi t ted  in th is  form as a double—sideband

suppressed carrier (DSBSC—AM ) signal or filtered to provide a SSBSC—AM sig-

nal .

ii~ 
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The DSBSC s ig nal re q i a i r r ’ s the same bandwidth as the DSB—AM signal but

p r ov i c .i a s - a  power gain since tb. carr ie r component a s suppressed .

In the coherent det e c t i o n  of DSBSC—AM , it can be shown that with a 90°

phase error in the loca l carrier ~d ia ~ i , the recovered signal terms vanish.

This shows that we may transmit dri ll r e c e i v e  two independent DSBSC—AM waves

in the same si gnal band with both si gnals having the same carrier frequency ,

but different in phase by 90°. This type of signaling i s  r e f e r r e d  to as

DSBSC— QUAD—AM or simply QUAD—AM. On this basis we now enjoy a bandwidth ef-

ficiency equa l to that of the SSBSC—AM signal.

5-2 .3. COMPAR ISON OF AM SIGNALLING ( Refer  to Fig. 5— 3 ) .  The probabi l i ty of

er ro r  for ampl i tude modulated s ignals  depends , of course , on w h i c h  form is

utilized and also depends on the type of -detector [envelope (where applica-

ble ) or coherent ] , modulat ion index , and, in the cases of AS B and VSB , on

the f i l ter shaping and i t s  a f f e c t  on the level  of the quadrature component

in relation to the in—phase component and thus the sensitivity to phase er-

ror. In the case of SSB and Quad—AM , the signal has maximum sensitivity to

phase error. For comparis on purposes we shall assume ideal coherent de 4 ec—

t ion.

It can be shown that m—ary SSBSC—AM and Quad—AM are equivalent to m— ary

polar baseband si gnaling “
~e 

vs. S/N).

If the VSB—AM scheme is modified to VSBSC—AM scheme, this method also

produces equal performance to its equivalent baseband si gnals and to SSBSC—

AM .

In SSBSC—AM and VSBSC—AM , with coherent detection , one—half of the sig-

nal power is contained in the quadrature component , which is not util i zed by

the detector. However , in DSBSC—AM the signal powe r -in the two ful l—

sidebands adds linearly in the detectors so that on an equal AM wave power
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and bandwidth basis , DSBSC—AM has a 3 dB advantage over it s  equivalent

- baseband signal. On an equ a l inform ation bit rate basis , the 3 dB advantage

is cancelled by the 3 dB increase in noise power in the double band width re—

c p a  i red .

DSB—AM , on a binary ba~ i~ with equa l average total power , suffers a 3

dB disadvantage to DSBSC~ PaM S t i c c c ~- i r i e— l ia l t  of the power is contained in the

carrier component. This l o s ’ , c J j V e - r - c 4 e ~~ rap idly as the number of levels  is

increased in m— ary si gnaling . On a maximum steady—state power limit basis ,

DSB—AM (ON—OFF ) suffers an additional 3 dB toss (binary) since the average

signal power is then only one—ha lf t h a t  of the DSBSC—AM signal.

On a Nyquist I bandwidth bas is, SSBSC—AM , VSB SC—AM and Quad—AM using

8—level si gnals approach 75% of the Shannon limit. If the Nyquist II

bandwidth is considered the 8—level signal performance , of course , ap-

proaches only 37.SX of the Shannon lim i t .

5-3. FREQUENCY MODULATION (FM)

‘ —~ .1. SINUSOIDAL FM. Frequency modulation is accomp lished by the process

of a l t e ring the frequency of the Carrier wave in accordance with the amp li—

tijeje - of the mes-~aqe ’ signal. The amplitude of the frequency modulated

waveform is the same as that of the carrier ; but its frequency at any in-

stant is generally not the same - a - that of the carrier . The difference

- - -  - 
-
~~

- - -- - -
~~~~~~~~~~~~~~~~~~~~~~~~~~~ - a -  - - - -
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b a - t ~~, - e - r -  t he  i n s t a n t a r c e c a c i ’ , frequency of the FM si q r i a t  a n a l  the carrier f r e —

-1 u e r i c ~ y as def m a- c l a - the i n S t - d c ? a r i a - n o ’ , freq uen cy ‘ i a - v  j j t  nr c . Under th e ’ f r  e—

quency modulat ion ‘,cfaeme , it is the i n s t o r c t a r ir-u u s frequer ccy deviation that

iS  pr-aport iona i to the rnessaq e. The maximum rie’v~~ a t  ion in frequency from

that of the carrier l i a r i raq t he  tr an sffli ssr c i n of d message is called the peak

fr e quency devi at ion. The b a n d w i d t h  r equi red for most p r i ct i cal (low—index)

EM sy -t ern s is appr oxim at ely l w )  tam es the- sum of the highest frequency in

the modulating Siqncal ( m c c - ,s a q a c )  arid i l i a c  peak frequency deviation . In actual

im plement a t ion , the ba n d w i d t h  requi re ’me rit for frequency modulated signals is

c lepend ei ct on the rn € -ssac j e and the de sired qua lity of transmission.

a. A rc FM syst em w i th a wide swing has a signal—to—noise advantage over

a - c j ~~~~~j~~~ c i jub le— sicieband AM system . The improvemen t, expressed as a ra—

0, is theoretically the dc’ i i atio r t ratio times the square root of three.

Thi s relation hold’s only wt i e-rc the peaks of noise at the rece ive r  are less

than about - a nt e -h a lf the c a r i  i~~r amp litud e . Above this , the nois e advantage

of the FM sy-t em r ap i d ly d asapp ’-a r s , ‘,oon reaching a condi tion when the sys-

tem Qi jti jca? i ’ , scjb ’ ,t , a n i r  i - i l I ~ - a ll no ise. the c o n d i t i o n  is known as breaking

I ice í - , t C if l . ia e ’ if r i r i ’ j  cjc urs for m ore or less steady kinds of noise.

Noise of the impulse type can have h i q h e r peak amplitudes before causing

Spr~~,o- , a i et e r io r -a i ion . Lerc a ra l ly , a wid e— ’~w nng system , because of the wider

l andw i-Jt h of  the receiv er and the L a r g e r  amount of noise it accepts , will

reac  t c t c  r a—,a k r ng soone r than a rio r i o w — s w i  nq m y ’ m t em w it h a oar row band re—

e i i c - r , ~-ien t hough t he  w ide-- - ,w ing c i rcuit has , higher quality in the noise

- i I ide ran g.-

b. Noi se in a rc FM receiver tends to tc~aoe a triangular sicr-ctrum -a t the

- O ’ i n O ij c j t -~i eu oc a t çi c a ~ - T h a t  i S , w i t h  1- qama I ampli tudes of the no ise components

a t i l t e  t i - a t  t c  t h e  t~~c e i v c  • ‘ 1  ~ l~~r - d u I  e t - I nutpii ’ c ~hci w p r i q r e -’ - ,s i v e ly  

- - - - - - - - - -. -- - - 
-

- — ~~~~~~~~~~~~~~~~~~~~~ -
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larger amplitudes at the higher frequencie s. However , at these  high ftc—

que c i c ie s , wh e re  t he no ise  is  s t r ona c l ,  m os t  types of signals (such as speech)

have less energy. A further improv - r ncen it  in siqn~ l— to—n o i se ratio can there—

* f c r i ~ he- f t  cined in such c a s e - ’, by introduc i ng networks in the transmitter to

em pha size tIn’ high—frequency si gnal c omp onents so that they can better over-

ride the nois e- . The signal is restored to normal by adding compensating

aleemph asizi n g networ k- in the receiver.

~~. Interference in an FM rec eiver from an unwanted FM transmitter ,

operating on the same or on a closely adjacent frequency as the desired

transmitter , also has a unique effe ct . The interference effect of the

unwanted transmitter (for a deviation ratio of five or more) is quite small

if its field (at the frequency being received ) is less than about one—half

as strong as the desired field , ari d practically disappears when it is about

one—third as strong . Increasing the field strength of the interfering

transmitter rapidly introduces a garbling of the signal so that neither sta-

tion is understandable. Further increase of the interfering carrier to two

or three times that of the desired stat ion permits the interfering signal to

come throug h clearly w i t h  little evidence of the wanted signal. The almost

complete taking over of a receiver by the appreciably stronger of the two FM

transmitter fields is called the capture effect.

d. The wider the swing of an FM system , the more frequency space it

occupies. On the otherhand , a wider swing improves the noise advantage of

an FM system . There-f ore - , it is evident that the additional noise advantage

as obt a ined at the Cost of extra required bandwidth. This characteristic ,

in which bandwidth can be traded for noise advantage , is a common one, and

- -
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is called ~a ie’b,cnid n o i s e -  reduc t ion .  It is found in other modulation

schemes , too. It may be ar t important consid eration in selecting or en-

g i neering a transmission system , espec iall y one in which bandwidths are

available , hut power is limited .

5—3.2. FREQtJEN C1—5~4IFT KEYED (FSK . SIGNALIfc~G. F~ K is a form of frequency

modulat ion. Here , w e-- are addressing those signal proces sing schemes in

wh ich the di g ital stream a s converted to an FSK signal . An alysis of FSK

schemes is not a-~ strai gh tforward as baseband and AM schemes in that the

capacity, bandwidth required , si g n al spectrum , and perf ormance obtained ,

w i c i t e  functions of the— deviation ratio and the method of signal generation

mc c l detection , are not straightforw a rd power and bandwidth conversions from

o n e  scheme to the next , as was the case in AM.

In bi nar y FSI( si gn- c l ing, one s t a t e  is represented by frequency f1 and

the opposite s t a t e  by freque n cy f~ (see Figure 5.4). The deviation ratio h

is ecpressed as

h “2 
— f

1
)T (5—2)

w c i e - r e  I is  th e -  b it interval length of the input signal.

Typi - a l deviat ion rat m s  range from 0.5 to 16, wi t h  the latter value

being typic a l of o ld e r HF r a c i n o na rrow band channels . A rule for deterniin—

m g  the r eq u ir ed bandwidth for F5l ( emi ssion is given by

F
1 BK 4 2D where

F 1 is the F’~K n e—gu i ref bandwidth ,

B is th e- signal tog -~~j .-~e m J  in h-aud s ,

D is one—ha lf t h e— difference between the maximum and m inimum

frequenci es w ith D be’~~r~ j re~j t e r  t han B, and

• - 

-
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K is a constant wh ich has a value of 3 for non—fading media and 5 for

fading media.

Under this formula a 50 baud teletype channel utilizing FSK with an 800 Hz

shift requires a 950 Hz bandwidth for a non— fading media and 11350 Hz for a

fading media.

Bandwidth requirements of this magnitude are reasonable with large de-

viation ratio ’s when one considers that as the ratio becomes large , energy

spreads away from the mid—frequency Cf
1 

+ f 2 )/2  and concent ra tes  near the

steady—state mark and space frequencies. For integ er values of the devia-

tion ratio , the result is the sum of the two on—off amplitude modulated car-

rie rs located at the f
1 and f 2 steady—state frequencies , and ke yed in phase

opposition. This occurs because the integer ratio preserves the phase in

the carrier from one mark (space) interval to the next. During a space in-

terval , a whole number of cycles will be gained or lost with reference to

the mark frequency. For other than integer values , there are no steady—

state side frequency components at the steady—state mark and space frequen-

cies ari d both even and odd order sidebands are present (refer to Figure 55).

~~~. A c p  i -  : et i on  of  N)q u ls t  S i g n a l i n g  to FSK.

The system given most attention in this type of analysis is one sug—

gested by Sunde in which the mark and space intervals are equal in time and

• the det.iatio ri ratio h = 1.0, i.e., the frequency shift in Hz equals the

pulse rate in bauds. The tota l phase—shift in a space interval differs from

that in a mark i n te rva l  by 3600. Therefore , i f the phase of the wave is

continuous at one transi tion it will be continuous at a l l  t ransi t ions.  In

one—half of the signaling interval the differen ce in phase change between

space and mark is 1800. If the mark and space oscillators are 1800 Out of

phase at the mid— po in t of the sa gna t ing interval , they will be in phase at

- _—.
~~
-_#

~
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the beginning and end of th~ interva l and conditions are thus established

for continuity of the phase at the switching instants. Under these cond i-

tions we can apply the Nyquist criteria to FSK as shown in Figure 5—6.

From Figure 5—6 it appears that Sunde ’s system requires the same

bandw idth as binary DSB—AM for the same pulse rate. However , thi s conclu-

sion must be qualified by observing that while the instantaneous frequency

has been controll ed, no attempt has been made to obtain a constant amplitude

wave, and hence the solution is not strictly an FM wave; it is a hybrid wave

containing both AM and FM. A pure FM wave can be provided by limiting the

amplitude but this will change the spectrum and in general will widen the

range of requi red frequencies. The signaling information is in the FM wave,

bu t some AM is necessary to fit the complete wave into the desired

bandwidth. The wave Consists of unmodulated sinewaves plus suppressed car-

rier AM.

In analog FM, i t is convenient to have the deviation larger than the

baseb and bandwidth to provide S/N ratio improvement as a tradeoff of

bandwidth for signal power. In binary FSK, i f the bandwid th i s suff i cien t

to prevent intersymbo l interference and the S/N ratio is sufficient , no er-

rors occur and increasing deviation .and thus bandwidth , would increase the

noise power. For m—ary FSK systems with m > 2, one can trade—off , s i nce the

higher SIN ratio is required . As m + ~, the analog and digital signals ap-

proach equivalence.

b. Probabil ity of Error

In the di scuss i on of FM s i gnall ing we took cognizance of the triangula r

noise spectral density resulting from the non—linear FM demodulation pro-

cess. In FSK the detector is also non—linear and the non—Gaussian noise

—4- - - . - —‘- -. - , - -- -  - -
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distribution is al l important and must be considered , because it determines

the error probability. In binary FSK , our ultimate interest is only in

whether the frequency deviation from f0 is positive or negative. To evalu-

ate the probability of error , we requi e the probability that the sign of

the frequency deviation is negative when positive was transmitted . The er-

ror rate varies from sequence to sequence and within a sequence due to in—

tersymbol interference which produces a variable pedestal for the noise.

Thus, it is advantageous to keep the intersymbol interference low , but a

compromise w i th  bandwidth ava i lab le  is usually an ob jec t i ve .

The sequence least vulnerable to errors is (b — m) = (b + m), (al ter—
n n

nating marks and spaces) the sequence most vulnerable to errors is (b + m )

= —(b — ni) , (two marks separated by one space or two spaces separated by

one ma rk).

T he si tuat ion d i f f e r s  from cases where the detection process is linear.

In FSK we cannot make a sim p le identi f i ca ti on of the minimum probabilit y of

error w ith the minimum S/N ratio since there are two ratios to consider;

both t he incident noise and its derivative enter into the evaluation.

The average probabi lity of error depends on the choice of deviation ra-

t io and metho d of detection (coherent or non—coherent ) . Sunde ’s system

wastes considerable power in the f
1 and f2 f re quenc y componen t s, and on a

basis of the same value of average total signal power and pulse rate, is

worse than DSB—AM. However , on an equa l maximum steady—state power and

equal pu lse rate, the FSK average total power is twice that of DSB—AM.

The min imum error rate, w it h conve nt ional FSK, is obtained with a pair

of f ilters at the receiver matched to the two possible signals. It has been

shown that optimum coherent conventional FSK is obtained with a deviation

ratio h = 0.715 and that th is  system requires 0.8 dB less S/N ratio than

- _ _ _  --—~~~~~~
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binary orthogonal signaling (deviation ratio h 0.6716). In conventional

m—a ry FSK, the frequencies are usually chosen so that they are mut ually

orthogonal. This is accomplished by hav i ng the frequencies differ by an in—

teger number of cycles over the symbo l time. 
~e 

ve rsus S/N curves for the

v a ri ous conve nt ional FS K schemes a re shown in Figures 5—7.

5—4 . PARTIAL RESPONSE SIGNALLING

Although the initial paragraphs in this section treat partial response

signal l ing as baseband signall ing, the subject  mat ter  is presented here to

introduce the scheme to FSK systems.

5—4.1 DOUBLE DOTTING. W i t h  a ra ised cosine spectrum we have defined the Ny—

quist II rate as 2f w i th  the bandwidth also defined as 2f or in general

terms Cf + 

~~~ 
We avo i d int ers ymbo l int erference if we s ign al a t 

~~~ 
but

there is no real contradiction if by accepting some intersymbo l. interference

we signal successfully at 2(f 4 f).

Schemes which seem to surpass the Nyquist rate escape by a loophole in

l : q m ~ c~ having more si gr ed a. tevels at the receiver than were transmitted ,

and decoding of the received signal is uni que only when certain of the other

signal values can be detected . -

If we transmit binary pulses (two—levels ) at twice the Nyquist II rate

and receive 3—levels , translatable into binary, the received si gnal can be

considered to be a ternary si gnal in term s of S/N ratio at the receiver in—

put. On a maximum steady state power l imit basis, fo r a doubling of the in-

formation bit rate , we pay a penalty of 6 dB in S/N; which is an improvement

over the 9.5 dB reduction associated with quaternary Nyquist II signaling .

r -
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(a) Coherent FSK w i t h  optimum deviation
(h=O.715) and matched filters

(b) Sunde ’s ~=c1 .O coherent , opt imum
(Cosine) shap ing

(b) Also is Lenkurt duob inary on equa l
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(c) Lenkurt duobinary on equa l pulse length basis

(c) Singer duob inary equa l bit rate basis
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~~~ e~ (e) CPBFSK , non—coherent , average matched filters
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On an equal information bit rate basis the 3—level partial response

penalty is only 3 dB when compared with the binary stream .

Ori ginally, in telegraphy days , this technique was called “double—

dott ing” and limited to tr ansmiss ion at twice the information bit rate.  In

today ’s dig ita l systems m— ary Nyquist II signals are also applied on a par—

tial response basis.

If a rec tangular pulse is applied to a raised—cosine channel [Figure

5.8(a)] at the Nyquist II rate, the signal passes throug h values of zero and

0.5 at instants one—half the Nyquist interval apart. However, a double

speed pulse applied to the same channel , wi l l  have a res ponse as shown in

Figure 5.8(b), and a random series of double speed polar binary pulses ap-

plied to the same channel produces a wave that at one—half Nyquist intervals

has values of —1 , ze ro, or ~1 [see Figure 5.8(c)]. This signal can be con-

sidered to deliver 3—level samples without intersymbol . interference , or more

accurate ly, with contro lled intersymbo t interference.

It will be noted that the original binary waveform can be recovered by

sampling the wave and interpreting a +1 to be a mark , a —1 to be a space,

and the zero value to be opposite of the previously determined state. The

pulse response preserves the spacings between transitions but intersymbo l

interference between the transitions is not prevented . However, sam p ling

takes ~lace at the transition points , at which only 3 levels are possible.

We mention ed above that the penalty paid for the double—speed in terms

of - qual i nput binary bit rate, was 3 dB in S/N sensitivity . This value is

obtained with the assumption that the partial response filtering is a func-

tion of the transmitting channel filter x(u). A more efficient partial

res ponse confi gura ti on, wh ich is only 2.1 dB more sensitive to S/N ratio

than binary antipoda l , is to provide a matched filter at the receiver by re

— 
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1 1
placing x (~) at the transmitter by x (u )2 at the transmitter and X (w)2 at the

rece iver. The receiver filter now reduces noise as well as completing the

partial response signal shaping .

The 3—level partial response (also referred to as doub l e—dotting,

pseudo—ternary, pseudo—bipolar , and class IV signaling ) has additional ad-

vantages w hi ch make the 2.1 dB loss a reasonable tr adeoff , and in one class

of de tec t ion, the tradeoff approaches zero.

Foremost of the additional advantages is the powe r distribution , wh ich

due to its bipolar—like format has nulls at DC and a frequency of one—half

the binary information bit rate. This provides a good adaptation of the

signal to transformer coupling .

5—4.2 DETECTION . In the partial response signal processing scheme , the

present state is always a function of the present binary i nput state plus

the previous binary i nput state.

In Figure 5.8, it is shown that an input pulse one—bit (double—speed)

wide , produces an output at two successive bit times , each equa l to one—ha lf

of ~ie ~~~~~~ output amp litud e . ~n input pulse t~o— bits wide can be con-

sidered as two one—bit pulses in succession , and since the filter is linear ,

the output is simply the summation of two one—bit responses, one i elayed by

a bit time from the other.

Using this methodology of treating any i nput as a superposition of in-

dividua l one—bit pulses, and then summin g the output res ponses , p rovides a

simple means of p lottinq the receiver filter output for any given input .

Figure 5.9 shows the transition graph . Eight transitions are permitted; the

ether eig ht should never occur unless there is an error. This then consti

rutes a built-in error c~etec ti on capability. In addition to providing a

~~~~J T , iII~~~~~ _—T TT~~~~~~~~~~~~~~~~~~
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10

11 00

8 Transitions Permitted
01 8 Transitions Not Permi t ted

(1 )  A positive peak at one bit time may not be followed by a negative peak at
the nex t bit time.

(2) A negative peak at one bit time may not be followed by a positive peak at
the next bit time .

(3) When a positive peak is followed by a negative peak at some tater time , -

they rnçist be separated by an odd number of center samples.

(14) When a negative peak is f o l l owed  by a pos itive peak at some later time ,
they must be separated by an odd number of center  samples.

( 5)  When a p o s i t i v e  peak is fo l lowed by a p o s i t i v e  peak at some later  time ,
they must be separated by an even number of center  samples.

(6) When a negative peak is followed by a negative peak at some later time ,
they must be separated by an even n u m b e r  of center samples.

Figure 5.9. 3-Level Partial Response Transiti on Graph 
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means of monitoring system performance , the detection of transition v i ola-

tions can also be used in a control loop to correct for errors in receiver

sampling time.

A t rans i t i on  v i o l a t i o n  de tec to r  is not an ideal er ror  de tec to r  in that

one can postulate pairs of e r ro r s  w h i c h  do not v i o l a t e  the t rans i t ion  ru les .

5—4.3 DUO BINARY ( Refer  to Fi gure 5.10) is a spec ia l  case of 3—level par t ia l

response. The input binary si gnal is first applied to a differential en-

coder on the basis that an input space pulse is represented by a transi-

tion ” in the output , and an input mark pulse is represented by “no—

transition .” When the differentiall y encoded si gnal is appl ied to the par-

tial response filter , an input “t ransi t i on” is represented by the zero value

and a ‘no—transition ” by either the peak + or — values. 
-

Thus , after different ial and partial response encoding , a binary input

space is represented by the zero value , and a binary input mark by either +

or — values.

A simple method of detection is by full—wave rectificat ion which folds

the — level  over the + level. The resultant waveform can then be s l i c e d  at

the one—half amplitude Level to recover the o ,i çinal mark—space binary input

int ervals without samp ling . This method , however , produces an output con-

taining considerab le pulse distortion.

This degradat ion can , of course , be avoided by center bit sampling w i t h

two slicers w h i c h  de te r m i r~ whe ther  the si gna l at t he samp ling instant is in

the center region (representing a binary input space) or outside the center

reg ion (representing a binar y input m arI~). 

.--.--± y.
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Binary Polar NRZ Input

Different ial Encoder Output

Partia l Response Outpu t

Full—W ave Rec tification to Recove r Bin ary Inpu t Stream

Fi gure 5.10. Duob ina ry S i g n a l l in g
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O fc 2fc
Raised Cos i ne Filter

T r a n s m i t t e r  Receiver

_  

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
14fc partial response

o fc 2 fc
Spectrum when binary inpu t
Is 4fc 3—level par tia l  response

8 fc at 14fc p a r t i al
response

C 2fc
n -

- - ed to h- l e v e l  e~~ ude~i
7-level partial response

Na —- er of Partial Response Levels - . ‘ -~- l  ~,h. - r e- in = number of baseband si gna l le v i - I s

‘I
Spec t rat Nii 1 - i s 0CC r at fre -q uenc i f k - . c - - - ‘:)  where K 0 ,1 ,2 ,3. . . and N = B na r~
information b it m u l t i p licat i on f aL tor , re

1t’~i 1 i v c  to full—pulse resoonse s i gn a l l i n a  ~~~~~

Fi gure ~ .11. M— a r y  P a r t i a l  R - p o n s e  S i g n a l l i n g
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5—4.4 M—AR Y PART iAL RESPONSE SIGNALING (refer to Figure 5—11). rn—leve l

baseband si gnals can also be applied to the partia l response channel on the

basis of tw ice the rn—level pulse rate. The resultant number of levels in

the partial response signal is then

m = 2m—1 (5 3)p

wh ere m is the number of levels in the rn—level baseband signal input to the

partial response channel; or in terms of the information bit rate multipli-

cation factor (compared to the original binary signal), the number of levels

in the partial response signal is

rn 2
(N/2+1)_1 (5—4)

whe re N is the binary information rate multiplicati on factor (full—pulse

response signaling ).

it can be shown that spectral zeros wilt occur at frequencies

~~-) 4f~) (5.5)

where K 0, 1, 2, ...; N is the binary information bit rate multiplication

facto r, and is the Nyquist I frequency of the raised cosine filter.

Thus, application of a 4—level baseband signa l to a parti al response

channel would produce a partial response signal carrying four times the in-

form ation rate of a binary full—response channel , having seven levels, and

having spectral nulls at DC, mi d—band , and the top edge of the filter (0,

f , and 2f of the raised cosine filter ).
C C

5—4 .5. PROBABILITY OF ERROR AND BANDWIDTH EFFICIENCY. Figure 5.12 compares

3—Level partial response and binary polar (NRZ) signalling performance in

_ _  _

—-~...- ,- -..~~~~ v.



curve (a) Binary polar P1RZ full—pulse response

curve (b) 3-level partial res~~q~e on equal b i t
rate basi s with x (w) ‘‘split filters

curve (c) 3-leve l partial response on equal b i t
rate basis wi th single x(w) filter

curve (d) 3—level partial response on equal

—2 pulse—length basis
10

NOTE THAT :

(1) 3—leve l partial response on equal bit

~ 
rate basis , with split x (w )h/2 f ilter s ,

\ \ and maximum likelihood detector , would

~ \\ \ approach curve (a)

\ \ \ (2) duobinary would have error probability

~ ~ 
of some quantity less than twic~- thd t

~ \ \ of 3-level partial response when
io~’ 

coherent detection is ut i l  ized

I..
0
I-
i- 10
w —. U

.0
‘I-
o

~) ,
>- ,,. ~~

~~ U
— U

I
-~ -0

.0

-810 

~~ 2! ~
10 Log S/ t i  db on m aximum steady—state
power limit basis

FIgure 5.12. Probabilit y of Error 3—Level Part i a l Response
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terms of the probab lity of er ror versus S/N; as can be seen, one does not

obtain the increased information transfer rate without cost; and that cost

is, of course, a higher bit—error—rate for a given S/N. Figure 5.13 com-

pares m—ar y partial response signa lling to m—ary polar signalling in terms

of bandwidth efficienc y versus S/N; as can be seen, at any number of m—

levels , partial response is more efficient.

5—4.6 PARTIAL RESPONSE FSK. Th is form of signalling has been successfully

applied to digital signalling over the 4KHz voice channel. The common ap-

plication is that of a dual—speed modem; i.e., the lower speed uses conven-

tional FSI( and the higher speed (2 times lower speed) uses partial response

signa lling . When the voice channel is quiet (high S/N) the double—speed is

used; when the channel is noisy, the sing l e—speed is used.

For ex amp le, one system operates at 1200 b/s (low—speed) using a devia’-

tion ratio of h = 1.0 ( f
1 

= 1200 Hz, f2 
= 2400 HZ) meeting the Sunde System

requirement for continuous phase at the switching instants. The FSK signa l

is generated by skewing the frequency &f a single oscillator. The resulting

signal spectrum is then grouped closely about the average carrier frequency

and avoids the power loss in the h = 1.0 discontinuous phase case caused by

the mark and space frequency steady—state components. In the 2x rate mode

(2.4 Kb/s) the extreme oscillator settings remain the same but the modulat-

ing baseband signal is differentially encoded and then P~rtia l response en—

coded (~—tevel) utilizing the split—filter method, x(w)2 at the transmitter

and x(w)2 at the receiver. This duobinary signa l now skews the oscillator

• between 1200 Hz, 1800 Hz and 2400 Hz with the two extreme values represent-

ing the binary i nput mark and the center value representing a space. Thus,

“double—dotting ” is obtained with FSK in a manner similar to that utilized

- — —~~--~~~~~~ - ~~~~~~~~~~~~~~~~~~~~~~~~~ - 
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m = tlR. partial response

signa l levles

m = NQ. baseband signal levels
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at baseband . Compared to binary h = 1.0 d~scontinuous phase FSK, 3—level

FSK would suffer a 6 dB penalty in S/N sensitivity, but the continuous phase

• . - .signal generation provides twice as much effective signal energy and thus

the net penalty is 3 dB for the continuous phase duobinary scheme. On an

equal bit rate basis, it suffers a 3 dB penalty compared to its sing l e—rate

(1.2 Kb/s) continuous phase mode and is equa l to a binary discontinuous

phase h 1.0 scheme.

5—5 PHASE—MODULATION

5—5.1 SINUSOIDAL PHASE MODULATION . Phase modulation is a modulation scheme

in which the amplitude of the carrier wave remains constant, whi le the phase

is varied in accordance with the modulating si gnal . The difference between

the instantaneous phase of the phase modulated signal and the phase of the

unmodulated carr ier wave is defined as the instantaneous phase deviation.

Under the phase modulation scheme, it is the instantaneous phase deviation

that is proportional to the message. The modulated waveform for PM and FM

look alike; therefore, the modu lation function must be known in order to

distinguish between the two.

5—5.2 PHASE SHIFT KEYED SIGNALING. In sinusoidal angle modulation system s,

the carrier phase may be expressed as the integral of the instantaneous car-

rier frequency, or conversely, the instantaneous carrier frequency is the

derivative of the carrier phase. If the phase is represented by a sine

function, the frequency is represented by a cosine function and vice versa .

For non—sinusoidal angular modulation the difference is more striking .

Squarewave continuous phase FSK produces triangular phase modulation, but on

_  _ _  
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the other hand, except for multiples of 2ii radians, squarewave phase modula-

tion results in sharp pulses of frequency modulation.

When data is transmitted by m—ary phase modulation , all phase steps are

restricted to with i n a range of +1800. Such a wave can be considered to be

two amplitude modulated waves with their car ’-ier phases in quadrature. Sig-

nals modula ting the carriers are rn—level squarewaves with amplitudes propor-

tiona l to the sines and cosines of the phase values. The spectra of such

phase modulated waves can thus be considered as the supe rposition of two am-

plitude modulated spectra (each of which is a DSBSC wave).

As with FSK, there are two cases of phase shift keying (P5K); discon-

tinuous or switched—phase and continuous phase. If the phase changes can be

represented by a staircase function; i.e., instead of returning to a previ-

ous smaller value , the phase continue s to advance in discre te steps, and

this phase function can be resolved into a sum of a straight line and a

periodic component, the straight line indicates a shift in carrier frequen-

cy, and the wave can be considered to be continuous.

Phase modula ted sys tems, of cou rse, must employ coherent detection

techniques , which may take e-ithe’- 3f the two general forms, i.e., transmis-

sion of a reference wave or recovery of the carrier from the transmitted

data wave. In the latter case, there is the uncertainty of whether or not

the recovered reference is 180° out of phase with the incoming signal

(2—level PSK) or in the case of m—ary PSK of the demodulator arbitrarily

choosing any one of the rn—phases as a reference.

In 2—level PSK, choice of the 1800 out of phase condition as a refer-

ence would provide a complementary data stream at the detector output. In

m—a ry PSK the resultant detector output depends on which of the rn—phases is

chosen as the reference ar~-1 w h ich of the m—t eve t modulation schemes is util—

r
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ized .

However , regardless of modulation scheme , most PSK modem desi gners have

concluded that differentially coherent PSK is the best compromise for most

app licat ions.

In 2—level differentially coded PSK, one i nput data state may be

represented by a change in phase of 1800 from that of the previous bit time

interval and the opposite data state by no change in phase; or one input

data state may be represented by a change in phase of 900 in the positive

direction from that of the previous bit time interval and the opposite data

state represented by a change in phase of 900 in the negative direction from

the previous bit time interval.

In 4—level differentially encoded PSK the signa l diagram is usually one

of two constellations depending on the choice of modulation scheme.

In one of the schemes, usually referred to as 4—level switched PSK, the

incom i ng binary data stream is first encoded (Gray code) into a 4—level tu—

plet pulse stream in which each of the tuplet then rotates the phase vector

from the previous pulse interval by k1~/2 rad i ans, where k is

Tuplet

Coded) k

00 0 (no change)

01 +1 (+90° change)

11 +2 (180° change)

010 —1 (—90 change)

In the other scheme, usuall y referred to as QPSK, the incom ing binary

data stream is first split into two separate pulse streams on an every—

other—bit basis, wi th each of the separate pulse streams having a pulse time

_______ - _—-—_—
,
--_--_?,_•-—,_ _-_ - — - j  - -  —• — • - —
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QPSK (phase—ch angesPSK (B in a ry )  
of 00

, +90° and 180°)

QPS K (p has.- chanq~-s of +14 5 ° and + 135 °)

—fc — f c /2  fo +fc/2 +fc (QPSK)
-fc /2 +fc/y (Q PsK) 

~~~~~~~~ I
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interval o f t w i c e  that  of the ori ginal binary data stream. Eac h of the

pulse streams modulates a quadrature ca r r ie r  on a 2—level  d i f fe rent ia l l y en-

coded basis and the quadrature signals are then summed .

The resulting signal is usually arranged to rotate the phase vector

from the prev io~is t ime interval tk n/4  radian where k is

Tuptet  Represented

~~x Summed Signal k

011 i-i (+45 change)

001 —3 (-135 change)

00 —3 (+135° change)

10 —1 (_4 5 0 change)

It has been shown that in a system which compares the phase of adjacent

symbols, that the carrier frequency shou~d exceed twice the maximum modulat-

ing frequency rather than just greater than the modulating frequency as is

the case in non—differential phase detection.

5—5 .3 PSK PERFORMANCE. On the basis of a Nyquist I pulse bandwidth , the PSK

signal being a double sidebanded signa l would require a bandwidth equal to

the pulse rate; on a Nyquist II basis, a bandwidth of twice the pulse rate

is requi red. Thus for PSK (2—level) we consider the bandwidth efficiency to

be 0.5 BPS/Hz (Nyquist II) and for QPSK, 1 BPS/Hz (refer to Figure 5.14).

In term s of probability of error (Figures 5.15 and 5.16) in the pres-

ence of white Gaussian noise, P5K is antipodal and the minimum separation of

A (Figure 5.14) requires a pulse amplitude of A/2; QPSK requires a pulse am-

plitude of A/~.JT, 3 dB greater than PSK. On an equal bit rate basis, QPSK

becomes equal in performance to PSK in that QPSK requires only one—half the

-
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curve (a) PSK and QPSK on equa l info r
bi t ra te ba s i s

(b) QPSK on equal pu l se l ength basi s

(c) Differ ential PSK

(d) Differe ntial QPSK
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P5K bandwidth.

Coherent PSK and DSBSC—AM are the most advantageous signaling schemes

in t~ rms of S/N ratio sensitivit y , hut the cost is increased bandwidth.

Binary VSB-AM , QUAD-AM and QPSK provide equivalent bandw idth efficien-

cies and S/N performance but for a greater number of phases, the phase rnodu—

lation systems are ~-er , to fa ll along a tine which diverges considerably

from VSB—AM and QUAD—AM . This divergence indicates a possib le advantage of

ut~~liz ing both phase and amp litude mod lation for rn— ary signaling which is

considered in the fol l owi ng paragrap h~ of this report.

Phase modu lation system s using differential phase detection suffer a

toss in S/N sensitivity of 1 to 3 dB due to the less than ideal performance

of carrier recovery c ircuitry and the dua l—pulse—error syndrome of differen—

t ial encod i ng.

On a maximum steady state power lim it basis , phase modulation schemes

(and FSK) are more advantageous than AM schemes which provide reduced aver-

age total powe r whereas the angle modu lated schemes provide a constant en

ye lope .

(It ~~~~~- ;l l 4 (  a v d  ~
)-

~~~~1’ ~~
, s - i  S r ~v 1 d ’  ~

- -‘ I t . €- nt error  rate per for ma nce ,

the p r a c t i c a l  bandwidth normal ly  exL e 4-d ~ the theoretical bandwidth by a con-

siderab le mar~~in due to both ampt i ttd ~- and phase discontinuities at the

ans i t  I O f )  in -. 4 ant

5-6. TWO -D LME NSLONAL SRNALING

In the previous par it rap hs on pha e modulation systems , we observe d

that w r i t e  b inary VSBSC—AM , QUAD-AM arid QPSI( were equal in terms of perfor-

mance and bandwidth eff i cien cy, th at at a greater number of levels the phase

i i od j )  at ion curv e d ’v”r~ .’- . ‘:ov i~~~~~~ - - j~~~~ y f rom that of the AM system curves and
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that  t h i s  suggested the poss ib le  advantage of using both types of modulation

in combination.

Bell and others devoted coos iderab le resources to the study of this

possibility resulting in the development and production of several w i re l ine

modems. These studies answered the following questions:

a) Given an n— l evel and the facility to use t—amp litudes and rn—phases

such that n = tin, what is the value of 9. and consequently m, such

that the error rate is smallest for a fixed S/N ratio when signal-

ing over a band limited additive gaussian channel?

b) How does this opt mum n ~m compare with phase modulation or am-

plitude modulation at a fixed S/N ratio?

C) How effective is this modulation scheme in terms of BPS/Hz at a

fixed error rate?

d) How close can actua l hardware approach th~oretica tly predicted

resu l ts?

The stud ies w e e  further l imi ted to si gnal conste l la t ions in wh ich  the

to ta l  amount of in format ion carr ied by the signal is given by

l/T (Log 2l + Log 2 m) = I/I (Log2ri) (5—6 )

in wh ich  the amplitude symbols are represented as bn and the phase symbols

as 0
ri 

The rece iver  processes the sum signal s (t ) +w ( t )  to obta in est imates

of b~ and a and reception is accom pli shed in two parallel detec tors denoted

as E, the envelo pe dete c tor and •, the phase detector .

The E detector  operates by f i r s t  comput ing the envelope of S ( t ) + w ( t )

and synchronously samp ling the result  every I seconds. The • detector coin—

__________________________ _________________ 
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putes the phase of the signal (plus noise) wh ich  is a lso synchronously sam-

p led to der i ve es ti ma t es of e~ . In all operations it was assumed that

correct timing information was available to the receiver and as long as s(t)

has a non—vanishing envelope , the measurements are unambiguous. Symbol

detect ion was obtained by com~’a rison w i t h  f i xed  thresholds.

Re sults of the study question a) are as follows with “yes’ as the

overa l l  answe r to the question . Is there an opt imum v. and in fo r a g ive n n

where n

Tabl e 5—1 OPTiMUM £ AND in FOR VALUES OF n

Opt imum Optimum dB dB dB dB dB

n in DE sd DE~ c D4’d D~ c Da

4 2 2 7.0 7 .0 5.3 3.0 7.0

8 2 4 9.6 8.3 11.2 8.3 13.2

16 2 8 13.5 11.5 17.3 14.2 19.3

32 4 8 16.9 15.6 23 .2 20.2 25.3

64 ‘. 16 ~r - ’- 1 M 5  p9.2 26. ? 31.3

128 B 16 23.5 22.2 35.2 32.3 37.4

where

n is the total number of lev el-a , L is the number of amplitude levels

in a combined system ,

in is the number of phases in a combined system,

O is the minimum value of envelope in the absence of noise in terms

of to ta l  average power ,

E•d indicates a combination sy stem w i t h  d i f fe ren t ia l l y  coherent

detect ion ,
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E~ c ~s a combin ation system us i ng coherent detection ,
•d ind icates a phase modulation system w i th d i f f e re n t i at t y  coherent
detec tor ,

~c is a phase modulat ion system w i t h  coherent detect i o n , and
a indicates an ampl itude modulated system (DSB) .

The answer s to question b) are also contained in the foregoing tabula-
t ion . For n 4, a ll phase modulation is better than the optimu m combina-
tion by 1.7 dB so there is no advantage in Splitt ing levels. For n 8, the
combinat ion £ 2 and m 4 is preferab le by 1.6 dB over 8 phases and by 3.6
dB over 8 amplitudes .

From the data given it appears that it i s a lw ays advantageous to use
the optimum tin combination w hen n > 8 and is more pronounced as n becomes
large.

Quest ion c) concerned the bandwidth e f f i c i ency  in terms of BPS/Hz.

Log2n 
~R = BPS/Hz —~~,-~~----— = 

~ 
Log2n (5—7 )

whe re

P i s t he symbol s i gnaling rate and ~ is t he required bandwidth.
For ideal double sideband syste ms = 1.0 and fo r ideal single sideband

systems = 2.0, thus

R
058 Log

2n BPS/Hz 
(5—8)

RSSB 2 Log
2n BPS/Hz 

(5—9)

and for 558
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- _:_- -. —-——--.

~
-- ---- —-- 

—--—-—----—-- —- k 
_____•_.__aj_II~~~~

l._. ’_’___
______•_

- L ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
.
~~~~~~

.. - -

- — 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

- . 

~~~
--,-•



5—14 14

S/N dB 2OLog10n = 
~

—_?-PTJ Log2n (5—10)

and sinc e

I-

Log2lO
R = 2Log2n we have that R -

~ ~~~~~ 

(S/N) dB (5 11)

fo r DSB

S/N dB -
~ ?OLog10n = 

~~~~~~ 
Log2n (5—12 )

and s ince R = Log2n

we have

Log2lO
R 20 (S/ N) dB (5—13 )

for comb ined AM/PM

S/N dB lOLog
10n = 

Lo~~TO Log2n (5—14 )

and s i nce  R Log 2 a

we have

Log2 10
R ,

~

-

~~

—--- (S /N) dB (5—15 )

and f ina lly for Shannon ’s L imit

Rcapac i t y  Log2 S /N 1/3 (S/N ) dB (5— 16)

Resu lting bandwidth e f f i c i e n c y  curves and error performance curves are

a 
shown in Figure S.1?a .
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Question d) is answered as shown by the actual versus theoretical per-

formance curves shown in Figures 5.17b and c.

Many wi re line modems were built as a result of these studies and even-

tual ly two type s of signal structures evolved; one in which there was always

an equal number of phase posit ions for each amplitude level , and the other

in wh ich  the number of phase posi t ions increased w i th  each increase in am-

plitud e in order that the probability of error would be equa l for each posi-

tion based on the higher S/N ratio vailable at the higher amplitude levels.

In this type of constellation it was found that the optimum system contained

six more phase positions for each adjacent larger amplitude level with three

phases in the lowest level .

5 — 7 . SUMMARY

It is dpparent f r o m  the foregoing discussion that each modulation

sch eme has advant ages for  d ig ita l  t ransmiss ion over vo ice channels; these

were presented i ’ a terms of er ror  probabi l i ty,  bandwidth e f f i c iency and power

f - f f l c l e r I y _

-~~. ~er , ar~ ~r .- r cl -u - i  t 4 ~~~, cc~~~’ . ‘415 rIf t II ccusscd. In geirral , of

cour se, the more cos~ Le ~ the s ignall ing scheme , the more cos t ly  it is to im-

plement.  For t h i s  reason , low—sp e ed data (up to about 2000 b/s) is usually

accompl ished usinq non—coherent (a~ ynchrono us) FSK. It is simp le to imple—

ment rind performs bet ter  than AM in the presence of the telephone network

impulse noise. It is n l t  is bandwidth power efficient as some of the more

comp l~~ schemes , but the yo u ” channel bandwidth and power constraints per-

mit  signall ing at the -.~ b i t  ra te s  w i t h  adequate bit error rate performance ;

thus , there is no reason to ut i l i ze a more costl y scheme .

TIL ~~~~~~~~~~ ~~TTI~ ~~~~~~~ ~~~~~~~~~~~~~~ 
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A t 2400 b/s vo ice  channel modems u t i L i z e  synchronous si gna lling w i th  a

binary AM, FSK or PSK modulat ion scheme . Aga in, more comp lex schemes are

not required to t r ans fe r  2400 b/s over the vo ice channel w i th  adequate per-

fo rmance.

At 4800 b/s m—a ry (usua l ly  4 — l e v e l )  AM and PSK ( QUAD—AM and QPSK ) are

uti l ized in order to obtain the required bandwidth and powe r efficiencies;

at 9600 b/s 2—dimensional si gna ll ing schemes are required.

The modem c o m p le x i t y  and cost are proport ionaL to the bit rates;

a) Low—speed to 1200 b/s ~ $500

b) Medium speed to 2400 b/s ~ $2000

c) Hi—speed to 4800 b/s~~ $5 000

d) Hi speed to 9600 b/s ~ $8000
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SE CT ION VI

MULTIPLEXING AND CONCENTRATION TECHNIQUES

6—1 . GENERAL.

A wire transmission line is capable of transmitting frequencies rang ing

from dc to approximately 150 KHz without appreciable distortion. They can

be used for reliable di g ita l transmission up to over one megabit per second.

Coax i al cables and mic rowave  radio systems have hi gher capac i t y  than w i re

pairs. Circular waveguides and glass fibers have hi gher capacity than coax-

ial cables and microwave  radios. Since the voice—frequency range can be

considered to be from 300 Hz to 3,300 Hz , only a very small portion of the

potential capacity of the various transmission media is utilized when a

single voice conversation is transmitted over such facilities. Based on

pure ly economic considerations , it is desirable to make the maximum use of

the capacity of the transmission medium . The technique whereby several

channels are carried over one transmission path is referred to as multiplex-

ing . In a multiplex system, two o r more s i gnals may be combined and

transmitted as one si gnal; at the receiver , the signal is separated (de—

multiplexed ). The si gnals to be multi plexed may be vo i ce, telegraph , data,

video , facs i m i le, etc. Through the use of multi plexing, Bell System is

able to place ~2 voice chan nels (with nominal bandwidth of 4 KHz each) over

an open—wire line , 600 to 1860 voice channels on a coaxial cable and mi-

crowave system , and several hundred t housand channels (100,000 to 200,000)

on a circular waveguide. Similar ly, messages with frequency (bit rate) con-

tent much smaller than the nominal voice channel frequency (b it rate) can be

comb ined together and transmitted over a single voice frequency channel. A

mu ltip lexer , abbrev i a ted MUX, is the device that performs the multiplexing

operation .

The te rm “multi p lex ing” is also used in connection with systems other

than those dealing with voice transmission. For example in a computer sys—

- - - - - - - - - - ---
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tern, a sing le channel , catted the “multi plexing channel” , may be used to

transmit /receive the control information for controlling the operation of

L the various dev ices , such as the card—reader , line printer , etc. “Multi —

plexing ” is also used in connection w i t h  time—sharing systems where a corn—

p iter is used as an operator (somewhat akin to a human telephone operator )

to control  the interconnections between several terminals , or console opera-

to rs, and the computer.

In the following paragraphs , the word “multiplexing ” wi ll be used as

commonly referred to in the telecommun icat ions jargon, namely, the ut i l iza-

t ion of a channel by dividing it into two or more channels. There are many

forms of mul t ip lex ing;  among them space d iv is ion mult iplexing, frequency

d iv i s ion  mu lt i p lex ing (FDM ) , and t ime div is ion mult i plexing (TDM) are most

commonly used.

6—2 . SPACE DIVISION MULTIPLEXING.

Space d iv is ion mult i plexing is a te rm used to mean the physical packing

of many separate paths (channels ) into a cab le.  This scheme is ver y com

monl. y used in transmission ,jstems. I~~ t te lephone t ransmission , severa l hun-

dred or t housand twisted pairs of wires are bundled into a cable. Each ca-

ble therefore carries many phone conversations. In areas with heavy traff-

ic , large channe l cross—sections are required. By using space division

multi plexing a saving in cost can be obtained by “group ing ” together severa l

individua l channels into a Large channel cross section . Space division mul-

t i p l ex i ng  does, however , impose restrictions on the layout of the transmis-

sion paths since the appl icat ion of the techni que depends on the abi l i ty to

combine transmission paths into specific routes. Also, the close prox i mit y

of - h , r ne t s  as -i res u l t  ‘-i t - - s , i n u  ( irl l ead to interference. Space divi

— w - 

- 
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siori multiplexing is most o f ten  used in conjunct ion w i t h  other multi plexing

systems , such as frequency division multiplexing and time division multi-

plexing. Unlike 1DM and 1DM schemes, where the message undergoes several

s i gnal processing steps , space d iv is ion mult ip lexing does not invo lve any

si gna l processing.

6—3. FREQUENCY DIVISION MULTIPLEXING.

The technique whereby several baseband si gnals are combined together in

the frequency domain and t ransmi t ted  over a common transmission path is re-

ferred to as frequency division multi plexing. Consider , for exa mp le, the

transmission of a telegraph message and a telephone conversation . The

telegraph messages typically have a spectrum extending from dc to 100 Hz,

while a telephone subscriber ’s voice spectrum extends from 200 to 3300 Hz.

Thus , the two si gnals can be combined and transmit ted over the 4 KHz vo ice

channel.. Even when these two si gnals are multi plexed , only a f ract ion of

the transmission med i um capacity is utilized. Moreover, mos t of the

baseba nd s i gnals encountered in practice cannot be multiplexed in the same

manner as the example of the telegraph message and the voice message; the

frequency spectra af these si gnals overlap. For example , the f requenc y

spectrum of an average telephone caller is the same as that of any other.

in order to multi p lex several cal l ers ove r a common tr ansm is s i on pa th, som e

sort of frequency translation of the message frequencies is evident. That

is, instead of a l locat ing 0 to 4 Kllz frequency spectrum for a vo ice channe l,

and thus assi gning separate transmission paths for each talker , the follow-

ing scheme can be used: talker A’ s natural frequency spectrum of 200 to 3300

Hz can be raised to a frequency band extending from 60,200 to 63,300 Hz (60

to 64 kNz voice channel); talker B can be assi gned frequencies between 64

----_--_.J_ - -  _~1~~~~~~~~~~~_ _ 
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and 68 KHz; t a l ke r  C can be assi gned frequencies between 68 and 72 “Hz; and

~u on. This is precisely what is done in frequency division m ult i plexing .

Si gna ls that occupy the same frequency spectrum are modulated w i t h  d i f fe ren t

ca r r i e r  frequencies so that  their frequency spectrums are t rans lated to new

non—overlapping frequency ranges. At the receiver , the multiplexed si gnal

can be f i l t e red  and demodulated to recover the message. The use of frequen-

cy d i v is i o n  mul t ip lex ing is not just  l imi ted to telephone transmission;

there are many other applications. For example , FOM is used in radio broad-

cast. Different frequencies are all ocated among broadcast stations such

that each station can broadcast its program independently over a common

medium . The si gnal input to the radio set therefore contains a mu ltiplici-

ty  of t r ansm i t t ed  si gnals from many s ta t ions.  At the receiv ing antenna

there is  just one composite signal. By using frequency se lec t i ve  c i r cu i t s

in the receiver a par t icu lar  broadcast s ta t ion can be selected from the

mul t ip lexed si gnal. Frequency d iv is ion mu l t ip lexing is also used for

transmitting narrrowband signals over voiceband faci lities. The frequency

allocation of microwave radio is also based on a frequency division multi —

p l c , , - 1 p 1 - i - . In Ih e ~Jr~~ t ’ , ,‘ at - ~’, au s  f req uency a l loca t ion  is done by the

Federal Commun ications Commission (FCC). Frequency bands are allocated for

radio broadcast , television broadcast , common carrier microwave transmis-

sion , etc.

6—3.1. ELEMENTS OF A FREQUENCY DIVISION MULTIPLEX SYSTEM. Fi gure 6—1 is a

block diagram of a bas ic  telephone frequency d iv is ion mu l t ip lex  system.

this can be said to consist  of three major components: the W es t term i nal,

the transmission Line , and the East terminal. Each terminal is made up of

‘~v~ r al channels , each of i l i icr , pro~~ -ies for a single two—way conversation
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or other message transmission . Only II I- b a sic elem ents of a single channel

are shown . Message signals , V, enter the modulator from an adjacent switch-

board , and the carrier component , C, enters the modulator from an oscilla-

tor. The output of the modulator consists of various frequency components

produced in the mod ulator , the l ii rt cular ones produced depending on the

t ype uf the modulat or used. Not a lt  the frequency components produced carry

the message int e l li gence . It is r I-cI-ssJ r y to transmit only one of the

m te lL i genc e—bea rinq componer t~~; t I - r e t l i r e , transmission of only certain

frequency components out of all the frequency components produced is

ru -sired. (If all u f these frequencies were transmitted , large frequency

spacing would be rei led betw een chan nels to prevent interference—— which

would reduce the n umber of channels t h~~t could be used.) To suppress the un-

de sired frequ encies and p ermit ready ç,issage of the desired frequency range,

there is a need f u r  a d e v i c e  to discriminate between frequencies. Such a

frequen cy se lectiv e devi ce is called a bardpass filter. The bandpass filter

ri each chi nn et p ermit s ready p~i s i ~ I- of the frequency range of that chan—

ru- I, ir d ai I t hi b a r r e l  f ee l I he i r  out lair f r (-queric ies int o a common

r a n - r n  t inq imp l i t  ‘ - r  - ru” ~h r ’ - _ - i l l  r i ’ ’ - trI-quefl (. i s  are sent out on

hi- t r a n - m i s s i  j r  m a i m .  A ~ha Last icrm ir jd , t he  f r e q u e n c i e s  i nt e r  a c s m —

man receiving amplifier , is shown . At the amplifier output , other bandpass

fi l ters in the several channels select th e desired frequencies. The desired

frequency carry Ing the int e l lige ’ jid the output from an oscillator equal

in frequency to the  o r i j ir il o s c i l l j t r f r e q u e ncy  are mi x ed in the demodula-

tor , the output of the Jl m ’)dul ,ito r cu r sis t s of various frequency components

produced by the mixing op e r - it iur . t he e I amp I r I e r I t S  are passed through a

lowpa s’. filter to recover the I ) u i J r J l  m e c - - iqe , V. The process of transmis-

sion in the opposite dir ec tion is the same . The t e r m  modem is often used to

- 
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ind i ca te the modu lation and demodu l ation device in the multiplexing system.

There are se ver i l me thod~ av a ilable for perf orming the modulation steps

it the transmitter. The most  c o m m o n l y  used scheme on the commercial carriers

is amplitud e m odu ta tior i using a product—type mod ulator. On long—h aul sys-

tem s, where transmission line cost s are of concern , single sideband is most

commo n ly used because of its bandwidth conserving properties. In short—haul

system ~, on the other hand , the co- .t of multip l exing terminals is of si gni-

ficance. Due to the s i m p l i c i t y  of demodulation inherent in double sideband

transmis s ion , the commercial short —h aul systems use both sidebands. Thus

the nominal voice channel spacing in short—haul systems is B KHz instead of

4 KHZ. Also , in the commercial short—hau l systems (the N—type carrier ),

different frequency bands——sometimes referred to as the “hi gh group ” and the

‘ tow group ” bands——are used for the mult i plexed si gnal in each direction of

transmission. This interchange of frequency bands at the repeater is

ca l led  f req u~ ncy f ro~~~in9. Frequency frogg ing reduces the crosstalk by

bloc~ inq the circulating crosstalk path at each repeater.

So far our discussion of FDM ha been concerned with the mu lti plexing

of analog si gnals. Di g ita l si gn al ;, in the form of pulses , can a l so be

frequency — division mu l ti plexed by appropriate pre processing of the given

si gn al. Di g ital modulati on techn i ques, such as ASK , FSK, PSK, o r DPSK, are

isa- id to convert the pulse train into an analog si gnal and then multi plexed ,

using FOM , and transmitted over the voice channel or wideband channels ,
0

which are themselve s derived from multiplexing several voice channels.

On most of the commercial carrier systems , the carrier is not transmit-

ted alo ng w i th sideband (s). An advantage accrued from suppressing the car-

rier is t i ’  redoi t ion of intermodulat ion noise and the reducti on of

transmitter power. With the carrier absent , the intermodulation due to the
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sidebands of mult i plexed talkers is unintelli gible crosstalk; howeve r, when

the ca r r i e r  is presen t , the interm odu lation due to thc c i rrier and a side —

band can produce intelli g ible crosstalk , and be disturbing to the sub-

scribers. There i~ , however , a price paid for th i s reduced ir,termodulation

due to suppressed carrier transmission. In order to reproduce the message at

the receiver without any si gn ific a n t dis tortion , the re—in sertion of the

c a r r i e r s  for each channel must be done accu ra te ly .  The accu racy  of the car-

r ier supply at the receiver and the transmitter is extremely important.

Due to the stringen t requirement s on the carri er supply, it is economically

and p r a c t i c a l l y  unfeas ib le  to have a separate supply for each terminal or

channel. In practice , the terminal carrier supply is generated from a

reference frequency. For the nom ina l 4 KHz voice channel transmis sion , a

very accurate reference frequency of 4 KHz is generated , and all carrier

frequencies for multi plexing are derived by creating its harmonics. This

reference frequency is also transmitted to the receiver along with the mul-

tiplexed si gnal . The transmitted reference frequency is called the p ilot.

Pilots ire used as a reference for le v e l control arid provide frequency syn

~t: m i z 1 i t 10(1 t ;~~t w :  ~ni a - ~ r~i - 1. YI r ~~ [ a - r  in1-~ the  c c - s i  v e r .

The bandpass or the lowpass filters used in practical systems do not

have an ideal “box—car ” frequency response characteristics: tile transit ion

from the pa~ s- band to the stop—bar d is  gradual. Accordingly, some unwanted

frequenc ies are retain pu during the h and l imitti n g process. These frequen-

cies may extend into the reg ion of frequencie s allocated for other channels ,

‘hereby causing overlapping and di ,t or t ion. In order to reduce this effect ,

guard bands” are provided in between the channels. The effect of the guard

bands is to increase the transm ission medium bandwidth requ i rement. The

I a r m  ft i g ij a  i . y ef f ic i er - .y S S ai~ t i i -  - p- ed in sinniec t ion with trequency 
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division multi plex systems. Frequency efficiency is the total useful

bandwidth divided by the t o ta l  t r a n s m is s i o n  bandwidth. Frequency e f f i c i e n c y

depends on the w id th  of  the required guard bands. The w id th  of the guard

band , in turn , depends on the slope of the filter response in the transition

band . By making the transition band extremely narrow , the required width of

the guard band can be reduced. this reduction , however , calls for hi gher

order fi t ters , which require more components , and thus increases the cost of

filtering . Thus there is a trade—off between cost and the efficient use of

the available bandwidth.

The economics of multi plexing arise from the fact that some of the

transmission resources are shared. Instead of having a separate transmission

path for each incoming channel , multiplexing allows for the sharing of the

same path by many incoming channels. Thus fewer number of transmissi on

lines or cables are needed. Simi lar ly, one repeater is used to amplify si g-

nals from different channels. If no mu ltip lexing were used, a separate re-

peater would be needed for each channel. On a long—haul system , where many

repeaters are required , FOM results in a considerable savings.

6—3.2. CCITT MODULATION PLAN. In order to aid the interconnection of large

telephone networks on a national and multinational level , the Internation ~ l

Consultative Committee for Telephone and Telegraph (CCITT) has recommended a

standardized modulation plan. The basic building block of thi s olan is the

nominal 4 KIlz voice channel . The CCITT defines the standard grou p as

comprising 12 vo ice channels occupying the frequency band of 60—108 KHz.

Five groups are combined to form a supergroup, equivalent to 60 voice chan-

nels. The frequency band occupied by the supergroup extends from 312 to 552

KHz. Thus, five groups can be translated (“re—mu l ti plexed” ) in frequency to

I
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form the supergroup. Five supergroups are combined to form the bas ic

mas ter~ roup, equivalent to 300 voice channels. The recommended spect rum of

the mastergroup extends from 812 to 2044 (Hz. Three mastergroups when
a-

translated in frequency results in what is called the ~~perrnastergroup. The

recommended frequencies for the supermaste rgroup are between 8516 and 12388

~Hz.

6—3.3. COMMERCIAL FDM HIERAR CHY . The modulation plan used in the U. S. is

sl i’~ht ly different from the CCI tT recommendations . The “group ” and “super—

group” in the Bell System hierarchy are identical to the CCITT recommenda-

tions , but the formation of the masterg roup is differ ent. The mastergroup

is composed of ten supergroups , equivalent to 600 channels instead of the

300 recommended by the CCITT. Furthermor e, the f requenc y band s occu pied by

the Bell System mastergroup falls into two different categories: the L600

mastergroup occupies the 60 to 2788 KHz band, while the U600 mastergroup oc-

cupies the 564 to 3084 1KHz band. Three mastergroups and one supergroup are

combined for transmission sr the 13 coaxial cable carr ier. The L4 system

- , i t six m a st er Jr )u t ; m-~ i tip ex 1 to furm 3o00 channels; L5 and L5A

have even larger capacities.

6—3.4. SUB—CARRIER FOM . Just as several voic e chasnels are combined to

g ive a wideband transmission capability , a voi ce channel can be broken up

into sub—channels for low speed data. Each subchannel may be used as though

it were a separate l i-ia - . Telegraph , Telex , and low—speed digital data from

teletype terminals , wh ich usually transmit at 75 bit/sec to 1200 bit/sec ,

can be frequency di vr s i on multiplexed and transmitted over a voice grade

ch annel . ihe frequenr~. 
1 rv~~c i t a r  tri ’ qui ~ in such cases employs tones

- .- - . -  -~ ---
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within the voice band to tt-ansm it data from on point to another. These sets

of tones are easily combined in a voice—grade channel. Typ i cal l y, one pair

of tones is used to represent a subchanne l to a given term inal. The number

of subchanriels derived from a voice channel depends on the speed of the ter-

minals being serviced; typically, this number ranges from 2 to 30 on a

voice— grade line.

The transmission of up to 600 bits/sec is considered reliable over vir-

tually any telephone connection which is good enough for speech. 1200

bits /sec can also be obtained on a majority of switched connections, and i s

used extensively on leased circuits. Thus, data from four low speed termi-

nals operat ing at 300 bits/sec can be frequency—division multiplexed and

trans mitted over the subchanne ls derived from a voice channel which can re-

liably transmit bit rates of up to 1200 bit /sec. Line conditioning becomes

necessary for transm ission of data rates above 1200 bit/s.

6—4. MULTIPOINT SERVICE; ANALOG HUBS

Multi plexing schemes as discussed above allow many different si gnals to

be combined for transmission over a single channel. Often there is need to

send the same signa l over several channels. A common example of this situa-

tion is the conference call where , in turn , each pa rty to a conference can

speak to all the others. To make such a conference distribution one cannot

merely connect all the wire pairs together directly. Such a parallel con-

nection would result in impedance mismatches that are intolerable.

In order to provide conferencing with proper termination on each line ,

special bridges are available commercia lly. These conference bridges are

available with up to six ports. They come in both passive and active confi-

gurations. The most efficient passive bridge would be a multiw ind ing

_ _

~~~~



- 
- —

~~~~~~ 
w- — — — — —

6—12

transformer that matches the impedances with little or no loss. One must

remember that if a si gnal is sent out over two lines only half power , at

best, can be sent over each line. Thus a passive bridg ing network must be

followed by an amplifier for each outgoing si gnal if si gnal leve ls  are to be

ma intained. The most common and least expensive hub networks are resistive

bridges. These have much hi gher insertion loss. In fact , t he s i x lin e hubs

have a 20 dB loss. That is , power in on one line leads to one onehundredth

of the power out on the other five lines

Since only the outbound power from a conference bridge is to be ampli-

fie d, the circuits in and out must be four wire if each line is to be able

to talk to the other. The required confi guration for a three line confer-

ence is shown in Fi gure 6.2.

_ _ _ _  — _ _ _

2—wire 2 in1 tn
_ _ _ _ _ _  

to 4- 
________________  _________________Con f r a n c e

W i  re
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~~ hy brid 

i~r i c ~ l a  —~~~~~~~~~~~~~~~~~~~~~~~~~
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1 out 7 out

(Passive) ~up )i f i er 
_ _ _ _ _

_ _ _ _ _ _ _  A m plifi e r
L~ in 3 in
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Term i nation 
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~i ou t 3 ou t
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Figure 6.2. Conference circuit with passive bridge.
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Commerc ial active conference bridges are also available. These, in ef-

fect , contain the amplif iers along with the passive bridge of Fi g. 6.2.

They can also be obtained with the hybrids included so that only two wire

connections need to be made to the jacks on the box.

• Since the bridge must maintain the proper line impedance as well as

provide signa l distribution , it is important to have all bridge ports prop-

erly terminated. In Fi g. 6.2 a four—circuit bridge is illustrated for a

three circuit conference. The fourth port must be terminated with matched

loads for proper bridge operation.

6—5. TIME DIVISION MULTIPLEXING (TDM)

The basic idea in time—division multi plexing is the assi gnment of a

time slot to each incoming channel , dur ing which it can send information

without interference from another channel . Time—division multiplexing tech-

nique s combine the incoming bit streams into an aggregate bit stream con-

tain ing the message and the overhead bits (for signaling, synchroniz ing,

etc.).

The allocation of the time slots in the outgoing si gnal i s done in some

pre—determined manner by the mu ltiplexer. In theory this allocation can be

done in an almost unlimited number of ways. In practice , however , the

schemes employed usually fal l  into one of the four categories: The simplest

case is when the incoming channels have the same bit rate. The first possi—

bi l ity is then to combine these streams bit by bit. Such a multiplexer can

be cons idered equivalent to a commutator. No storage or elastic buffers are

required in this scheme. A second alternative is to accept characters ,

represented by a group of pulses, from each incoming channe l in turn to form

the aggregate bit stream. This is called “charac ter - interleaving. ” Th is ar

- 
-1_
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rangement is clearly more complicated , since the multiplex switch has to

halt each time wh i t e  t he entire character is transferred. Some local

storage is needed for such a multiplexing scheme. Des pite the inherent corn—

plexi ty, this latter scheme is fairly commonly used due to the operational

advantage accrued by preserving the code words for each character. The

remaining two schemes can be derived from these two c ases for incoming si g-

nals which are not al- I at the same bit rate. As an exam p le, consider a 9600

bi t /sec incoming channel and four other 2400 b i t /sec incoming channels. The

multip lex ing of these inco mi ng channels ca n be accom pli shed us i ng 8 t ime

slo t s, with alternate time slots allocated for the 9600 bit/sec channel. in

a character—by—character multiplexer a similar result can be attained by

combining different number of characters from each incoming channel.

it should be evident that the minimum length of the multiplex frame

must be a multiple of the lowes t common multip le of the incoming bi t rates,

and hence this sort of arrangement is only prac cica l when there is a simple

relatio n-ship between these bit rates. Here the case of synchronous multi —

plexe rs is assumed; the concepts pertaining to completely a synchronous mul-

t i plexer will be dealt with in th t next section.

Often characteristics of aL l incoming lines at the mu ltiptexers are not

alike. Furthermore, the effect of ambient conditions on each of these lines

may be different. When digita l signals are multiplexed on a time—division

bas is or when a hierarchy in time division multi p lex i ng is desi red, this

var iation in the characteristics can pose problems. The information from

incoming channels cannot be directly fed to the selector switch An inter-

mediate storage is necessary to insure that pulses from the incoming chan

nets are picked up in a proper sequence when a frame is generated . Elast ic

-:tn)rec , also called dat - b r ~ fa,rs . are ~ç rnr j for intermediate storage. In—

• 
_
- 
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format ion pulses arriving at the multi plexer are stored in their respective

‘ ce l ls ” in the data buf fer .  When their turn comes, these pulses in the data

buffe r are applied to the transm ission system , and new incoming pulses are

stored in the ir place. Thus, data buffers constitute an important part of

• the mult iplexer in a time division mult iplex system . The variation in pro-

pagation time in the medium can cause the slowing or speedup of the arrival

of the pu l ses at the demult ipleXer , too. The receiving equi pment clocks the

incoming pulses at a constant rate. Thus, elastic stores are also needed at

the receiver to avoid the overlapp ing or smearing of pulses.

The synchronization between a mult iplexer and a demultip texer , or

betwee n two mu ttiplexe rS , ca nnot be establ ished by simply introducing data

buffers; the rece iver must know when to expect a pulse or a space. Th i s

Lea ds to the ~~flc~~9niZa~t±~fl 
probiem. It is bas ically a timing prob lem,

dealing with the establ ishing of synchron ization between the transmitter and

the rece i ve r . At the receiver , the information pulses in the frame from the

transm itter must be separated and dist ributed to the outgo ing channels.

Thus, the identif ication of pulses for the different destination channels

has to be made at the receiver too. This leads to the ~~~~~ problem.

There are several methods for dealing with the synchronization problem.

A master clock can be used to time the entire system. An obvious prob lem

with such a scheme is the inherent vuln erability of the system. A breakdown

of the maste r clock or a transmiss ion link will cause the system to stop

functioning . Ano ther method of synchronization is to use very stable

clocks at each office using time division mult iplexing . Anothe r method

wh ich is commonly used in the design of mutti p lexers i s ca l led pulse

stuf f i~j . The idea behind pulse stuffing is to have the mult i plexer output

in bits per second always higher than the sum of the tower speed inputs. 



6- 16

This  is accomplished by introduc ing spurious bits in the output stream that

are subsequently wi thdrawn at the demutti plexer. The information regarding

the number and location of the stuffed bits is passed on to the demutti—

plexer on a se parate data line. Wi th  the outputs operating at a speed

greater than the inputs , no information bits are lost. Pulse stuf f ing sim-

plifi es clock desi gn and also reduces the necessary buffer storage. When

this scheme is carried out independently for each mu ltiplexer , the failure

of one multi plexer or a line affects only the si gnals passing through that

multiplexer or the Line . Thus, pulse stuffing also contributes to system

reliability. Another simple and commonLy used method for synchronization is

to use a phase locked loop (PLL) in the transmission medium modem to recover

the signal (carrier) used for synchronization purpose.

The framing problem is dealt with by either affixing a unique code with

each code word or by utilizing the intrinsic characteristics of the signa l

i t se l f .  There are two methods under the former approach: First , the added

dig it fram ing, in which a pos ition is reserved for the si gnaling informa-

tion; second, the robbed di git framing, in which the least si gnificant bits

of the actua l information b e in ing cone words are used to transm it the sig-

naling information on a regular but infrequent basis. Strategies based on

using the characterist ics of the si gnal itself depend upon the statistical

behavior of the digit positions in the pulse stream. This method is called

statistical framing. Any one of these methods can be used to ident ify the

beg inning of the frame. For the identification of the individual components

of th e frame, the added dig it framing strategy is commonly used. For exam-

ple, the Dl system for time division multiplexing of voice channels uses 7

bits to represent a code word and an additiona l bit for si gnaling informa

tion . Twenty four chanria4 .. ir~’ m - i ’ t i ; l s ~xed in a frame , and a framing bit is

-, 
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used to i den t i f y  the beg inning of the frame. Thus, each frame conta i ns 193

bits. The D 2  and lat e r systems keep the 193 bit frame while adding one bit

(now 8) to the code word. In every si xth frame the least si gnificant bit of

the code word is replaced by ~ signd ling bit.

6-S .1 . ASYNCHRONOUS TIME DIVISION MULTIPLEXING. When synchronous time—

d i - , i’ ,ion m u t t i p l e x i r - ;  between multi ple ori g inal data sources is diffi cult to

achieve , asynchronous t im e div is ion multi plexing may be used. Asynchr onous

multi plexer systems store the data input si gnal from each incomi t- ug channel

temporar ily unt il a prescribed number of data bits (block of data) becomes

available for a particular input source. An independent clock si gna l for

each incoming channel from a standard bit synchronizer is used to accomplish

th i s initial storage. Before transmitting the block of input data, a header

(“label”) , made up of a uni que bit pattern for each input source, is append-

ed to the information bit stream. In this way, the data sources are multi-

plexed as blocks of information rather than bit—by—bit or character—by—

c h a r j t e r multi pl exing, as is the case of synchronous multiplexers. The

uni que h it pattern for identification of each channe l permits proper demul—

t i plex -u n g at the receiver.

It should be noted that such a multi plexing system can also be operated

in a condition where useful overhead data , such as coding check bits , low

priority data, etc., can be transmitted when no incom ing channel has suffi—

cient data to be processed. A lso, since data from incoming channels is

shifted into the mult i plexer by their own clock si gnals, the system opera-

tion is not affected by data rate variations. -

The statistical charact er isti cs of the generation of data by remote

terminal aj .er . ha~ led to new forms et asynchronous time—division mu ltip lex

_ -,•— J. ~ - - -i—- - - —
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ing . A case in point is the ALOHA system. Consider a number of widely

separated users each wanting to access a computer by transmitting their data

over a high speed transmission line. In a commonly encountered situation ,

the average time between data packet generated from a single user is much

greater than the time needed to transm it the single data packet. The fol-

Lowing asynchronous scheme is then used: Each user station (remote terminal )

has a buffer storage which is used to store the incoming data. When a cer—

tam l ength of data has been stored a header containing address, control and

parity information is appended to this data to form a “packet.” Th is packet

is t hen transmitted to the central station. Thus, each use r at a remote

terminal transmits packets of data to the central office in a random and

completely asynchronized manner. Such a channel is also referred to as a

random access channel. The central offi ce then acknowledges if the received

packet is error—fre e or not . If no acknowledgement is received at the

transmitt ing station , the packet is automatically retransmitted. Two types

of errors can occur in such a scheme: random noise errors and errors caused

by interference with a packet transm itted by another remote terminal. The

t i r , l  t~’p*~ o ’ err ors .ve t o t  o t t o , . - -~~ ‘ i- tran m v~s1 an. It is the second type

of errors that are un i que to this type of an asynchronous mu lti plexing.

These errors grow as the number of users becomes large. These in ter fe rence

errors usua lly ‘imi t the number of users and the amoun t of data that can be

transmitted over the random access channel to less than 15% of the full syn

chronous capacity.

6.5.2. 1DM HIERARCHY . Just as in frequency division mu ltip lexing, a

hierarchy i~ tim e - div ision multiplexing system is also present. On a typ i

cal voice-qrade channel , dat a  ~ -J I~ 0 1200 L ’t s /s can be transmitte d

- ~~~~~~~~~
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without l ine conditioning . Transmis sion of data above 1200 bits/sec , in

particular , 2400 and 4800 bit s/s , requires line condit ioning. Based on the

low—speed teletype and other preferred data rates , a hierarchy of the form

CX75x2N, N = 1,2,.. .6, bit rates has become standard. Thus, four console

terminals operating at 300 bits/s (C = 1, N 2) can be multiplexed for

transmission over a 1 200 bit/sec circuit.

6—6. STATISTICAL TIME—DIVIS iON MULTIPLEXING

The development and availability of low—cost microprocessors has led to

a new form of time—division multi plexing , called statistical time—division

multi plexing (STDM). This techn i que dynamically allocates the available

bandw idth of a hi gh speed transmission line amongst the lower—speed termi-

nals connected to it. In both IDM and convent ional 1DM, a fixed percentage

of the line bandwidth is permanently allocated to each user , usually on the

bas is of transm ission speed , and regardless of whether the user terminal is

active. Thus , th i s fixed portion of the bandwidth (bit rate) is wasted when

the te rminal is inac tiv e . In STDM , this is not the case; the user will only

be prov ided with a channel when there is data to send . During idle periods ,

th i s same bandwidth is allocated to another user . Th us, the basic assump-

t ion beh ind the use and effectiveness of STDM techni que is that not all ter-

minals connected to a li n e  will requ ire service at a given time ; that is ,

the aggregate bi t rat e requirement is less than the sum of the terminals.

To use a simplistic examp le, consider a 4.8 Kbit/sec circui t. A time—

divis ion multi plexer will use this circuit among four 1 200 bit /sec users.

It each user ~ active less than 50 percent of the time , a stat i st ical

time—division multi plexer could support ei ght terminals on that same 4.8

Kb it/sec circuit.

- # - - - - . 4
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Since the capac ity allocation in FDM/TDM techn i ques is fixed , the sub-

scriber terminals cannot inte rf ere w i th each other and, consequently, the

delay (an important system performance measure ) incurred at a terminal is

not influenced by the number of active terminals. STDM, on the other hand ,

can be sensitive to the number of users desiring to transmit data. If many

channels are simultaneously active , and the sum of this activity approaches

or exceed s the hi gh—speed data rate circu i t , the tra n smiss ion delays can

grow as more user data is queued in the STDM transmitter awa iting transmis-

sion on the c i r u t .  The number of channels supported by the multi plexer

will depend on the max imum amount of delay that can be tolerated .

The potential delay problem notwithstanding , STDM te chn i ques are more

eff ic ient than FDM/TDM techn i ques in relation to how many users can share a

c i r c u i t . Other statist i cal mux ber u ’~~i ts  include an error—protected protocol

on the hi gh—speed (inks . Also , data errors arising due to transients in

telephone Lines wi l t riot be seen, because the device w i ll retransmit the

block in error .

5t at i ~ i cat mut t i ~,t t~~ Pn j~ 4 r - -~~t- S t ru t  t!Jre to transmit data from

v~i r i O U 1 i n r n r j  c t u i r r i u H , . ~,i r i -  t~ - - c I-i~ r n e l s  ~re allocated dynam ically,

the data packets from users must be addressed in some pre—determined fashion

for pro~. -r demu lti plex ing at t h i receiver . The length of the frames used

depends on the amount of user activ i ty and the overhead bits appended for

‘I r ut r ol . The frame l ength used is an imp o r tant performance parameter .

6—7. LINE CONCENTRA T ION .

The ro~~t of lay ing cables in a telephon e network can get extremely hi gh

if  prope r measures to reduce the amoun t of cable used are not taken. In

- ri r prj i  jrp t h - , r~ - - t ~ri I (II ’ ‘u~ ~I I y the oc t  c t  I onq—di Stance line

i t  
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re nt- i l , a number of t e chni ques have hi-en devised for lowering the number u t
p

required cables for serving t h e  need’; of a p a rticular area. Consid er , for

example , the use of remote termin a ls in city A cuinitie cted to a central com-

puter in city B. Clearly, it would hi- disadvantage ous for the subscribers

t o  pay for the lon g— d ist anc e telephone c - i lls everytime they need to use the

computer. To o v e rc o me  thi ~~, -~ conce ntrator (typically a small processor )

can he installed in c i t y  A. Th~ r e m o t e  terminals would be connected to the

concentrato r , and the concentrator , iii turn , is connected to the computer by

a hi gh speed line. The subscribers now have to pay for their local calls ,

whit e the organization providing the computer services pay fur the hi gh

speed line rental (recovering the cost indirectly from the subscribers ).

This arrangement is shown in li qure 6—3.

The concentrator acts as a mes sage collector for the subscribers in the

area. Messages are stored in the concent rator ’s storage for each user until

a si gna l is sent to indicate the end of the message. The complete message,

along with th - terminal identification information , is sent to the computer .

Thus th e concentrat or acts as a messa ge—switch ing center and operates on a

store—and—f orward princi ple. The output from the computer are sent to the

a p p r o p r i a t e  c o n c e n t r a t o r , arid distr ibuted to correct remote termina l by the

concentrator.

The descrip tion of concentr ation techni ques above has been for computer

networks. Line concentration techni ques are also used in telephone net—

work ,. For examp le , i f two cities each have 100,000 telephone subscribers

who might ca l l each ot ter , there are not 100,000 channels between the ci-

ties. The numher of actua l channels may be a few hundred between these ci

t i e S .  Such an arrangement works because all the 100,000 subscribers do not

want to talk to each other at once. Althoug h not done universally , a con 

—., —-—-————-——---- -- —
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Figure 6—3. An Exaniple of Line Concentration

- - --~~~~~~~~~~~~~

4 - - — — — - - — — - - -— —- —~~~~~~~~~~~~~~~~ —-—--- - —

- -



___ ~~ i, w —•---

centrator is often used to reduce t h e  number of lines on the subscriber side

i f  t he  d i a l  c ent rat o f fic e (DCO).

Di g i tal speech int e rpol at ion ledi rt i que s, abbr eviated 051, can be used

to reduce the number of transmiss ion channels required by making use of the

speech stat ist ics of telephone cal l e rs . In a typ i cal telephone conversa-

t i on, one party t al ks w h i le the other party listens. Thus , on an average,

any one—wa y p at t i  is in ii’; ’ onl y 40% (diii- to pauses , etc.) of the total time.

In ot hi- r words , for ‘100 t d t k e r c  onl y about 40 on average h i l l  be talking

simultaneously. Di g i t al speech int er pol a tion techn i ques aim to use less

than 100 transm i ssion channels to tr an sm it 100 incoming channels. Time As-

si gnment ~upi ’ech Interpolation (TASI ) accomplishes th i s by assi gning

transmis sion channels on the basis of speech activity on the channel . The

T A S I  equi pment is designed to detect a user ’s speech act iv it y and assi gn h i m

a channel w i t h i n  a very short time (in the millisecond range). The channel

is retained by the user as long as the speech activ ity continues; as soon as

the activity ctops , and if the channel is requ ired  for  another user , it w i ll

be taken a w a y .  The cost for TASI equi pment is offset by the saving s in the

amoun t of cab le required. C learly, such an arrangement is economical on

long transmission cha n ru-Is . On shorter channe ls , tee cost of TASI equi pment

may be hi gher tha n th e savings derived from using less cable.

o—8. MIJLTIPOINT NETWORK.

Another techni que used for sharing a hi gh—speed line is where a number

of ujeijices (terminals and/or concent rators ) are connected to the same line.

Such a system arrangement is known as a mu ttidrop network , mult idrop t in e ,

1)1 m u t t  i p n i r u t  network. Fi gure 6—4 illustrates a mu ltidrop network arrange—

ment . W it h a mutt idrop network , all the messages to and from the t e r m i n a l s

- -
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are under the control of the central computer (or its commun ication subsys-

tem). These messages are processed one at a t ime. Messages from the cen-

tral computer are aff ix ed w ith a select message (header), which contains the

address of the device on the mult idrop line to which the message is dir ect—

ed. A l l  devices except the selected one ignore the select message. On some

multidrop systems it is possible to send data to more than one device. If

synchronous transm ission with handshaking is used, the selected dev ice upon

recei pt of the select message may acknowledge it; otherw ise , it simp ly ac-

cept s the message following the select message.

The receiving of the messages from the devices on a multidrop line is

also controlled by the central computer. The computer sends out a polling

message w ith a particular device address. If the selected device has no

mes:age to transmit to the computer , a new device is selected for poll ing by

the comput~ r. The devices transmit their messages only when they receive

the polling message. The sequence of polling is based on a polling table in

- the central computer. By placing a g iven device in the poll ing table at a

number of points , an arrangement to handle devices of vary ing speeds with

vary ing relative priorities can be established. The polling of devices is

the bas is of all m ulti plexing ; the multidrop network concept ~s simply

software multi plexing .

6—8.1. DATAHUB. Datahub is the dev ice used for interconnecting pri vate—

line telegraph and data circuits and equi pment in m ulti point configurations.

These se ts  can be ins ta l led  on customer premises or in a centra l o f f i ces .

It is the di g it al equiv alent of the Analog Hub (conference Bridge ) discussed

in 6—4. As with the multidrop network , headers and/or polling techni ques

are used.

_ _ _  

__________
•
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6—9. PULSE CODE MODULATION (PCM)/TDM

Time division multi plexing can also be used for transmitting vcice on

one transmiss ion path by divid ing the time domain into slots. The messages

from different talkers are interspersed in time as they are propagated over

the transmission med i um . N i nput band limited si gnals are sequentially sam-

pled (commutated) at the transm itte r . The ra te of sampling is determined by

the sampling theorem : if the incoming si gnals are bandlimited in W Hertz,

then the required number of samples is at least 2W samples per second; that

‘s, the commutator makes one complete cycle in less than 1/2W seconds, ob-

taining one sample from each incoming signal. The output from the sampler

is therefore a pulse amplitude wave containing the individual message sam-

ples periodically interspersed in time. Samples from the same source are

separated by less than 1/2W seconds, wh ile the distance between two pulses

in the PAM wave is the sampling time , T5
(<1 /2W), divided by the number of

incoming channels. Therefore , ‘for N i ncom i ng channels, the spacing between

any two pulses is T/N seconds. A set of pulses consisting of one sample

pulse from each incoming channel is called a frame and the duration of the

frame - is ca l l ed  the frame length. 105 , -in accordance with the sampling

theorem, the frame l ength must be less than or equal to 1/2f1 seconds, whe re

is the hi ghest frequency content of the incoming channels.

The pulse amplitud e wave from the commutator is not suitable for

transmission outside of the telephone plant. Some additional processing of

the pulses is needed so that transmission over a long— or short— haul system

can be accomplished without introd uc ing any appreciable distortion. Each

sample is quantized ard coded before transmission. This procedure is called

pulse code modulation (PCM) transmission.
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At the receiver , the decoder generates a pu l se amplitude wave in accor-

dance with th& informat ion contained in each received code word. A rotary

sw itch , called the distr ibutor or decommutato r , se pa ra tes the sam p le pulses

from the PAM wave and distributes them to their destination channels. An

interpolatio n filter is used to reconstruc t the message at each channel.

The Ti—carrier system is a first—generation pulse code modulation

(PCM)/TDM system . In common usage, distinction between the line and the

mult i plex terminal is made: the tine is referred to as the Ti repeatered

line and the multi plex terminal is referred to as the Dl (or D2, D3, etc.)

Channe t Bank. It is in the channel bank that the basic si gnal

processing— -like sampling , quantizing , etc.~~ i nvolved in fo rm ing the PCM

si gnal takes place. It is also the bank that controls system timing .

The analog s i gnal is first converted into discrete pulses in time (PAM

wave), followed by the discretization (quantization ) of the pulse ampli-

tudes. These pulses are then coded using log ic cir cu itry . The codes are

expressed as a series of ident ical pulses , or spaces. A pulse indicates a

binary “1” and a space indicates a binary UQ IV The se ri es of pu lses and

spaces that  def ines ne quantized samp le from one channel makes up a PCM

wo rd. The D channel bank combines 24 voice channels to make up a “frame ,”

containing one ei ght—bit word from each channel. Thus, 192 bit s makes up a

“frame ” in the Ti—carrier system . For synchron izing purposes, the beg inning

and end of a frame must be identified . To accompl ish this , a 193 rd time

slot i5 inserted in each frame to provide timing information . Thus, the

Ti—repeatered line rate is 193 b i t s / f r ame  x 8000 f rames/sec 1.544 Mb/s.

So fa r an overview of the si gnal processing i nvolved in PCM Ti—c arrier

system has been presented . Some of these steps are now discussed in more

deta il .

— .  ~~~~~~~~— -~~~~~~~ .-— - -— .  - - ~~~ — .
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6—9.1. SAMPLING. All telephone conversations and most of the other si gnals

encountered in transmission systems have a finite time duration , that is,

they are present for a f in i te  amount of t ime. Such si gnals are ca l le d

time—limited si gnals. All physical si gnals fall into this category. Ac-

cording to theorems in communication theory, a time—limited si gnal canno t be

bandl imited . The frequency spectrum of all time—limited si gnal ex tends ove r

al l, frequencies. However , virtually all of the si gnal energy of the common

si gnals of human communication is concentrated in a finite frequency band .

Because of this fact , it is appropr iate to talk of si gnals which are both

band limited and time—limited at the same time.

Due to the band limited nature of si gnals , the change in si gnal ampli-

tud e in a small period of time is also limited (finite). By specify ing the

si gnal amplitude at discrete time steps, it is possible to specify the si g-

nal wavefo rm. The process of generating a discrete si gnal (sequence of num-

bers) from a continuous time si gnal is called sampling . The pu l ses at each

discrete time is called a sample and its amplitude denotes the amplitude of

the analog si gnal at that time. When the sampl ing in terval is un i form, the

process eads to what is sai~~. e i  0 i o r n  samp ling .

The sampling interval , T, cannot be selected arbit rari ly. If the sam-

pling rate is too stow , some of the information will be lost and it w i l l  be

impossib le to reconstruct the ori g inal message. If the sampling rate is too

hi gh, the amoun t of communications assets required to transmit the informa-

tion will becom e unnecess arily h i gh. The m inimum sampling rate, ca l led the

Nyquist ra te , is determined on the basis of the sampling theorem . Acco iding

to the sampling theorem , the sampling rate must be at least twice the

hi ghest si gnificant frequency of the bandlimited message. Thus, for a si g—

nat oand lim ited ~fl f~ Hertt . ,t j , t  val ues per second are needed to
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r completely specify the si gnal .

The process of sampling can be thought of as produc t modulat ion of an

analog si gnal and an impulse train. The frequency spectrum of the output

from a sampler is periodic , with a pair of sideband s centered at d—c , f~,

2l
~
,... and other integer multi ples of the sampling frequency 

~~ 
Such a

spectrum is shown in Fi gure 6— 5. Note that the sidebands would over lap —

and thus cause distort ion in the recovered si gnal — if the sampling frequen-

cy were not twice the value of the hi ghest frequency in the message.

In order to band limit the input signal before sampling , a low— pass

filter is used. Since all low—pass filte rs have a fini te slope in the stop—

band, some of the higher frequencies are not completely removed from the in-

put si gnal. These hi gher frequencies are manifested in the ‘form of overlap-

ping of sideband s in the spectrum of the out put from the sampler . Th is

overlapp ing effect is called aliasing which , after message reconstruction at

the receiver , const itutes what is generally referred to as foldover

distortion. The aliasing effect can be alleviated by sampling at a rate

sli ghtly hi gher than the Nyqu ist r ite . Another e f f e c t  encountered in dig i—

t 1 l  t r a r u s r n i s s i o r r  aS a c o r u s t  ~~~~r - - of s irrup t ing i~~~ due t o the finite width of

the pul ses involved in the sampling process. This effect due to the finite

‘aperture” of the pu l ses causes frequency distortion of the ori ginal si gnal.

The effect can be compensated for by the use of linear filters.

6—9.2. UUANTIZATION (A/D CONVERSION) . The output of the sampler is a pulse

train , calle d the PAM (Pu l se—amp l it u d e mod ulation) si gnal. These pu lses are

discrete in time but not in amplitude. The input analog si gnal has an in-

fi n ite number of amol itud e levels. The sampled version of the waveform also

- I ’ - t  i~~~~lj~~~U~~ set ~~~ f n- s b ~~ ~~~ ~~ leve ls. To encode each one of

_  

_

_ _ _  
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these amplitud e levels for transmission would require a very large number of

code words. Since , in a pract ical system , only a finite number of code

words can be coded and decoded, only a fin ite number of discrete ampl itude

levels of the pulses are allowed . The process of converting the continuum

of ampl itude levels to a finite set of discrete amplitude levels is called

quant i zat ion or analog—to—di g ital (AID) conversion. When the quantizat ion

is carri ed out such that the input amplitude range is divided into steps of

equa l w dth so that the output leve ls are also equally spaced , the process

is referred to as linear or unif orm quantiz~ t ion . The input—output charac-

ter i stic s of such a quantizer are shown in Fi gure 6—6.

The difference between the quantized value and the actua l value of the

sample Lead s to an error when the mes s~~e is reconstructed at the receiver .

This type cf error is t h e  major source of imperfec tion in PCM transmission ,

and is referred to -is ~u ar Itiz at ion dist ortion .

The distr ibut ion of amplitude levels in speech si gnals is not un i form :

small  ampt utudes a re more u~~~ty to occur than larger ones. Furthermore ,

since th e human - - j r rl-’-~pI rrds men í’ - - r  t~- ’~ ( n !r l t h m i c a l l y  f o r  large si gnals,

- i i i  I ~dr 1 a t  ions i ru I at  u~~ - i1-~~ I i e le  i - d na :s n’ uot  be ~o: i rd . Accordingly, if

un i form quant i zat ron i5 used on spei~ch si gnals , the si gnal—to—quant ization

distort ion (S/D) experienced by wi-a k signals wil l  be excessive compared to

that for strong si gnals. To improve the fidel ity, nonun i form step sizes are

cho se n in the ~ua nt iz - i ’ ion ot  ~p~-e h s q r a I s  on most commerc ial carrier s.

T w u  mpthods can be used I j u h ieve  nonun i form q uan t i za t  ion: f i rs t , a non—

u n i f o r m  ~a,tri t t ier , .~~-oo i ’  t r - ~rn-~ $ n’r - ,r i c t e r l s t l cs are shown in Fi gure 6—7,

C I I  he - i ’~ed ; second , I hi’ ‘ ample s of t~~u t - PAM wave can be predistort ed before

un i form quant i zation , The p r e d l t r t  ion process used in speech transmission

‘ nv- i d f S  ‘ hi- compn. ,-~~~~ri ‘~~~ i~~~- , ’  ~mp~ ‘s a~ the transmitter . A t the re—

______._•__.,,•_,,__j,•___ll•,i,___
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ceiver , the invers e process of expanding is used . This process of

c~~pression and subsequent i~~pandin_~ of the samples is called companding .

The transfer char au teri st i cs for compression , uniform quantization , and ex—

pand i nq of a si gnal is depict ed in Fi gure 6—8. Note that the expander

characteristic i~ the inverse of thi - compression curve.

The type of compression—expand i ng characteristics used depend s on the

distribution of the signa l amp litude s and the type of application involved .

In speech s ignals , wher e a constant  si g n a l — t o — d i s t o r t i o n  rat io is to be

maintained for a wide si gnal amplitude range, two sli ghtly different com—

panding laws are mctstly used . The Bell system standard is called u—l aw.

The CCITT is called A—law. Both have compression characteristics that ap-

proximates a logarithmic curve for large amplitude si gnals. The resulting

signal—to—distortion characteristics , which depend on the value of ~ or A

chosen in the respective law ,is nearly constant for a wide si gnal dynamic

range. Hyperbolic or other non linear transfer characteristics can be used

for compression , too.

The actual implement - it ion ~ ‘he ’ ;e l iw: i~ car r ied out by using piece-

w i s e  i n u e ~ir app ru x tea t i : r u  10 I r IOt  II i og~Jr1 t hrn -ic curve. Such laws are

cal led segment compandinc laws. Each piecewise linear reg ion in th~

trar uo fer characteristics is re lerred to as the segment or chord. Each seg-

ment , i n  t u r n , is divided into sm all.-u intervals called the quantizing 1ev—

els . the 1~ - .e Jm er t A-l aw and the 15—segmen t M— l aw are the most commonly

used compand i ru q law s . lii ii tu a li ty the - i- laws use 16 segments — ei ght seg—

m ents for positive a m plituiu1i ~ m d  e i i i t  segment ’ for negative amplitudes —

to approx imate the L I I l a r l t h m i c  curve . In the 13—segment A—law the four mid-

d l e segments (two seqm*-rrts on eithe r - i d e  ef the ori gin) are collinear , th us

ir ~r~ in 1 ~ —Oi ’ iit I - 1 t  5 .  I u i  I! m’ - eomen t i — l a w , the two middle segments

_ _  _ -- - - _ _ _ __ _--
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are cot linear . Each segment is further divided into 16 quantizing levels.

Segment laws , in comparison wi th “smooth” laws , have the advantage that cer-

tain di g ita l processing operation such as filtering , conferencing, echo

suppression , net loss adjustments , equalization , companding law conversion ,

etc. can be performed efficiently w ith di g ital circuits.

6—9.3. CODING. The value of each quantized sample is transmitted to the

receiver in the form of a c u u ~e wo r d. Thus cod i ng is closely connected to

quantizing ii PCM sys tems .  The number of quant ization levels chosen deter-

mine the minimum number of bits required in a code word. If the difference

between quantization levels is made small , then the quantizat ion distortion

becomes small too, but the required bit rate increases. If the quantization

is made too coarse , the distortion mi ght become intolerable. This under-

scores the trade—oft involved between bit rate requirement and distortion ,

similar to the trade—off between noise and bandwidth in analog systems.

When either the 13—segment A—law or the 15—segment iz— law is used during

the quantizing of the PAM WIII I , the value of each sample can be coded in

terms ot the segment to w~ C. i ~~~~ ~III I he quant i z i rig level within the

segment . Since both laws have basically 16 segments and 16 levels w ithin

each segment , thus giving 256 possible amplitude levels , a total of 8 bits

(28 = 256) are required to code each sample. In the p255— law , each code
0

word is represented as (sabcwxyz) bits , wh ere the (wxyz) bits denote the

quant i zat ioni level within t h e  segment number represented by the (abc )-bits ,

and the s—bit denotes the pol a rity of the sample. The (sabc )—bits wh ich ba-

sically represent the segment information are called the “cha racteristic ”

bits of the word , and the (wx yz )— bi t- ~ are called the “man ti ssa ” bits. Fi g-

ure 6—9 shows the cod ur q r d  ‘iu_ i - t u t u  u s i n g  A—law companding.

- - .  - -— .—--- - -—
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The way i t t  wh i ch a c ode word i - formed determines the coding method .

There are three such methods:

1. Level—at—a—t ime Coding : in th i s method a reference waveform is com-

pared w ith the PAM samp le value wh i le a binary counter is being advanced by

a clock pulse. When the reference wavefjrm exceeds or equals the sample

value , the contents of the binary counter is used as the code word for the

ampte . The reference waveform generall y used is a ramp function , which

y iel ds a un i form code. Nor uli rui ’a r waveforms are used as reference when

nonun i form coding is de- ;ir ed.

2. Di~~ t —a t — j —ti me Codiri~) E~4ch di g it of the code word is determ ined

sequentially in th is  method . A we i ghting network , used i n conjunct ion with

a comparator c ir cu it and some Log ic cir c uitry, is used to obtain the di g its

of the code word . The weighting network is selected on the basis of wheth—

er  -j un i form or a nonuniform code is required.

3. Word —at—a—time Coding : In this method , all the bits of the code

word are formed sim ultaneously. Word—at—a—t ime coders generally use the

Gray code. Gray codes are character iz ed by a change of one di g it (distance

of 1 betw u ’er each pair of adjacent di- words . A mu l t i ple threshold coder ,

a be-ni iou ‘Id uo”, III - OC” i~~~ru u r  : c i -  r i -  c ni be used for the word—at—a—t ime

Lu )u l u ruy . In the beam cod ing tube approach , all the possible code words are

stored on a code plate in the form of holes or no holes. Depending on the

PAM sample value , a beam i~ deflected on the p late and the associated code

word i-pirated. In the m o lt p h ’  thr e ,tuu j ld coder , log ic a l threshold C i rcu i ts

are uSed t o  s t - m u - ,.’ the  PAM s.inup l, .- vol tage to produce the code word. Word—

~r m - t ’ C ~ cod ~nu~_j I s  t hi-’ l i t  i- -A a n i c u r u - ; s t  the three meth ods .

6—9.4. DIF FERE PdT LAL PULSE CODE MODULATION (DPCM) . Speech and video si gnals

--

- - - u - n
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have waveforms where the amplitude does not change quickly. When such sig’-

nals are sampled at the Nyquist rate , the re is hi gh correlation from one

sample to the next. Schemes have been devised to lower the bit rate re-

quirements by using differential PCM coding, instead of strai ght PCM. A

typical DPCM system block diagram at the transmitter end is shown in Fi gure

6—10. The integrator and the decoder block in the feedback path forms the

predictor part of the system . The predictor output s a si gnal based on the

value of the previous sample (or samples). This si gnal value is subtracted

from the present si gnal amplitude at the input . The resulting signal ,

called the differential si gnal , is sampled and coded for transmission. Due

to the correlation between the past and the present sample values , the

dynam ic range of the differential si gnal is small. Thus, fewe r numbe r of

bit s are required in the code word under this scheme. This results in a

l ower bit rate requirement for transmission. -

6—9.5. DELTA MODULATION. When the differential si gnal, as ma rked in F i gure

6—10, is sampled and coded iritn one binary di 3it , the DPCM scheme is called

delta modulation. in gioe r a l , ti camp lin g rate in de ita modu~at ion is

chosen to be higher than the Nyquist rate for the signal being processed .

Th i s “increases ” the correlation between samples , and thus the ampl itud e

change between sequential samples is small. One bit representation for th is

small change is therefore sufficient for subsequent reconstruction of the

message. Even with the hi gher sampling rate used in delta modulation , there

can be a si gnificant reduction in the b it rate requirements for moderately

correlated samples. For examp le , i f  the 4 KHz voiceband message is sampled

at 32,000 samples per second, ins tead of 8000 samples per second as dictated

h~ the samp lin q t °e- - ; 
~m , a n t  i t  Ll 1 t f p ren tlal siqnal coded into 1 bit/pe r

• a ~~~~~~~~ —-.~~~~~~~~~~~~~~~~~~~~~~
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sample , the resulting bit rate is 3? K bits /second . Fo~ strai ght PCM using

8—bit codewo rds, the required bit ra te  is 64 K bits/second . The price paid

for the lowered bit rate requiremen t is the degradation in the quality

(fidelity ) of the received message . Whenever hi gh quality transmission is

required , strai ght PCM has advantage over delta modulation in terms of

bandwidth requirements. On the othe r hand , delta modulation has the advan-

tage that the hardware required for its implementation is much simpler .

The response of DPCM and delta modulation to a si gnal -is illustrated in

Fi gure 6— 11. In this illustration , the DPCM scheme uses two bits to code

the differential signal.

When the slope of the input si gnal exceeds the slope of the delta modu-

lat ion output signal , called slope overload , large amounts of disto rti on can

occur . To com ba t such a pr oblem, ada pt ive delta modulation schemes have

been devised . These sc hemes adap t i ve l y  adjust  the slope of the delta modu-

lation output si gnal in response to the input si gnal. When the slope of

the delta modulation output si gnal is varied continuously, the resulting

scheme is called continuous variable slope delta modulat ion, abbreviated

CVSD. The implement at~ cn of CVSD can be carried out in two ways : analog or

di g i ta l . Performance of CVSD depends to some ex ten t  on the type of imple-

mentation . These schemes are often called “discrete adaptive DM” and “con’

tinuous adaptive DM.” A block diagram for the implementation of di git al CVSD

is shown in Fi gure 6—12. In strai ght delta modulation the quantum step

sizes were fixed . In the scheme shown m u  Fi gure 6—12, t he sw i t ch cont rol

chooses a gain G
1 by which to increase the quantum steps. This choice is

d i c t a t e d  by a log ical decision process base on obse rva tion s of the sequen ce

of pulses leaving the quantizer. For exampl e , when slope overload occurs,

thus causing d is to r t ion, the quantizer output is a ser ies of pulses of t he
I.
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same polarity — plus l’ s if the si gnal is increasing and minus l’ s if the

si gnal is decreasing . Based on these consecut ive samples (usually three in

implementation) , the s w i t c h  control  s e l e c t s  a new gain which is large r than

the previous one, thereby combatting any slope overload . Since the step

size is changed at a rate equa l to that of the sampling rate , the bit rate

requirements remain unchanged.

The continuous adaptive scheme is shown in Fi gure 6—13. A continuous

method of adapting the system to changes in the si gnal slope is used in this

case. The input si gnal is passed through a differentiator to determine the

informati on regarding its slope . The output from the differentiator is used

to control the quantum step size by controlling the gain of the variabl e

gain network .  The control si gnal from the differentiator is also sent to

the rec eiver so that proper decoding can be accomplished . Because the con-

trol si gnal uses up some of the transmission channel capacity , its bandwidth

requirements must be a fraction of the input si gnal bandwidth. As a result ,

the rate at which the step sizes are varied is much smaller than the sam-

pling rate.

6—9.6. PCM/TDM HIERARCHY. The basic building block in the PCM/TDM hierar-

chy is the 4 KHz voice channel. Each incoming si gnal is sampled at the rate

of 8000 samples per second . Each sample is coded using 8 bits per sample .

Thus, the bit rate for the nominal voice channel is 64 Kb/sec. Twenty four

voice channels are time division multi plexed and transmitted at a 1.544

Mb/sec rate on the Ti carrier. A s ingle frame on the Ti carrier cons is ts  of

193 bi ts , where 192 b i t s  (24 channels X 8 bi ts per channel ) are the informa’-

t ion b i ts  from the 24 c hanneL s, and the 193rd bit is for synchronizing pur—

poses. The 1.546 Mb/sec rate arises from the fac t  that 8000 frames are

- ---_—- -~~ - - - .w
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transmi tted every second—— (8000 frames/sec ) X (193 bits per frame) = 1.544

Mb/sec. The Ti format has become a standard in the United States and Canada.

The C C I t T  recommenda tion is differen t in the number of mult i plexed channels:

The nominal voice channel is 64 Kb/sec , but 32 channels are m ult i plexed to

g ive a 2.048 Mb/sec rate. in actual transmission , 30 chann els are used for

transmitt ing informa tion from the incoming channels and the remaining two

channels are used for syn chronizing purposes. The 2.048 Mb/sec rate -is com-

monly used in Europe .

Four Ti pulse streams are multi plexed to form a 6.3 Mb/s pulse stream ,

wh ich is transmitted over the 12 repeatered line. It should be noted that

the 12 Line rate is sli ghtly hi gher than four times the Ti rate; th is is be-

cause unsynchronized lines can be mu ltiolexed on this carrier system using

pu l se stuffing, which accounts for the added bit rate.

6—9.7. DATA TRANSMISSION . While PCM systems are desi gned especially for

voice transm ission , their di g ital format makes them particular ly good car-

riers of data. Data modem sets are used to handle slow—speed data , as wo uld

occupy no more than one voice channel . The data modem tonal output (if the

data set is de signed to condit ion data si gnals for FDM transmission) is sam-

pled by the PCM channel bank the same way as with voice signal. For hi gher

speed data , special modems work d i r e c t l y  into the repeatered line and in

some cases are able to coordinate directly with the 0 channel bank.

There is an advantage of using the PCM line for data transmission. A

50 Kbit /se c data signa l displaces 12 voice channels on an FDM system , using

9.6 Kb modems. It takes only one channel on the Ti repeatered line. Th is

efficiency allows for data that is not in synchronization with the line

rates: the efficiency is further improved if the incoming data rates pre— 
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ci sel y m i t c h  the bit rat .”. of th i’ incoming lines , because t h e s e  incomi ng

s i gn i ts can then be multi plexed on a bit—by—bit basis.

However , when asynchronous data is to be hand l ed, additional treatment

is neces a ry .  Th ree  Ti carri er b its are required for each data bit: the

first transmitted bit indicates a da t a transition has occurred; the second

bit carries information on the length of the data bit; the final bit relay s

the direction of transition——th a t is , plus or minus. Theref ore , every tim e

a data bit is received , three suci~~ssive Ti bits are needed to transmit the

inform ation .

When dat~i si gnal , of the type desi gned for use on analog lines of 4KHz

bandwidth encounter a section of di g it al tran smissi on , one must be ca reful.

The standard 64Kb/s PCM system can handle any such data modem si gnal. Delta

Modulation cannot handle the hi gher speed modem si gnals.

6-10. SUMMARY

Our discuss ion in the previous sections dealt w i th some of the commonly

encountered mu lti p li~x ing and con ci .r it r it ion techn iques. Even though there

are basic differences in the operati on of mu l t ip l exers and concentr atn r-~ t h e

basic advantage accrued from their use is the same: increase in line effi-

ciency. When used outside the central office (C.O.), both concentrators and

multi p lexers require fewer physical circuits to the central office than

there ar~ subscribers in the area.

Mu lti plexers provide a trunk to the central off ice for each incom i ng

voice or data channel by sharing frequency band s (FDM) or time slots (TDM)

on a predetermined manner . Both FDM and TOM schemes were presented in this

chapter , along with the ramifications of each scheme, such as sub—carrier

FDM , asynchronous and synchronous TOM , and statistical time—div ision multi—
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— p Ic x i rig ( ~ I D ~ ) . I-I a r  a r i  Pi i a l  mu It i t l a x  ii i i~ st r uc t ur es i soc i at ed w i t h F [iN~

arid TOM w a - il ~~ n t  n odiii a d  1 ri t h i~~~ c ~i.i~~t a r  . Th e-a - i ru I uda’d : - ut ca r r i e r

FDM , w hi ch com b u i ua - - , a - v a - n  il I ~ 5Io’a-d Ja t a sour l e .  o v i - r a sin gl e v o i ca - chan-

nel; v o i c a - — t d r r i a - r  FDM , wh i ch iMrnb ir les s i - v a - r i~ v i, ice  channels to form

wideban d t r a n u m i S s u o r i  lii i l i t y ;  1 o w - - ~~a e d  da ta TDM , wh i ch includes

b it s/s h ie r i rchy. -

C onui ent rat or ., nra t hi- ot ha r heid , use a ~h j r ing or switch in g scheme ir

wh ich some number of i rg uj t  c l i i r i r u a  Is s l ia r  e a ~rna I I er number of Output chan—

on a deman d t i l s .  As a result , it i5 not possible to have a l l concen-

trator sub s cr i har s I’ in iy their a qui i pment simu ltaneously. The traffic ç a t —

tcrn p li - y an ~i ignrta r i t ro la ’ in p l ann in g  and desi gning concentrators. In

iii , I 1 rug w i t  h conc enit rat or S, cu r ia . a’~~t S r a g  a r ii ing mul t i poin t network , speech

interpo l i t 1 1 , and line coni e nt rat ion w a r- e ~
jr esen ted.

F inal ly , PCM/TDM w aS also presented in th i s ch apter . All important as-

pects inv olved in PCM , such as sampl ing, quant ization , and cod ing wera-

desc ribed . D iffer e n t ial pulse code m od ul ation (DPCM), delta modlat ion , and

aui~~ ,t iv a ’ iia’ L t a mod ijl i t ion scheme s w e l t  also introduced , alon g w i th the

~ r a’ a’ r i t—rJay PIM/IOM hi e rarchy. In i~if~ , the Bell System S t d t  ed that for new

V u i l a -  in st i t la t iu;n i , compared to F L)M T~ M was more cost effect ive fo r al l ap—

i cat ions with t rani sm I ~‘, ion pat  h - . less t h .-in 50 m i l a -s long . W i th reduced

costs i) f ii ; i t  al aqu i pmeri t , t h is d i st a r u u e  i~ ever m c i  a a s  ing . When da t a and

voi e are m iui e d , the r a d ij r ed cost of mu l t ip l exing and the elimination of

quasi analog modems for the data g ive a greater advantage to di g i tal . The

DOD wants to go al t di g ital for se cur ity reasons. Thus dig ital transm ission

in standard format  is becom ing the rule.

‘ 
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SECTiON Vii

NET WO RK PLAN N ING

1-1 . GENERAL

The rap id s cientific arid techn olog ical advanc es coupled with steadily

increasing demands for servi ces from users places an important arid heavy

responsibil ity on engineers involv ed in planning networks for tran smissior ..

Since the financial investment in tel ecommunications plant is very large , it

is important that the planners be fully aware of certain fundamental con-

siderat ions needed in the planning process. Th’s section g ives a treatmen t

on these considerat ions. It is emphasized that in attempting to undertake

t he burdensome tas k of network planning, one must be fully acqua inted with

the ma terial of the pr eceding sections.

7—2 . FUNDAMENTAL CONSIDERATIONS

Before embarking on a dis cu ssion of the network planning process , it is

essential to clearly define and understand the composit ion and the

obj e c t i v e 5  of a telecommunication riett~o rk . Here the case of telephone net-

wo rks is considered; however , the basic principles that are applicable to

telephone networks also apply to networks providing other services , such as

Telex , data , etc., since most of these other services are carried via the

t elephone facilities.

7—2.1 . NETWOR K H IERARC HY . The telephone network is composed of transmis-

sion links and ‘.w itching centers iJ r -;tribute d so as to enable every sub-

scriber to make a call to any other subscriber of the system on demand.

Much of the traffic ori g inati ng in a telephone network is of the voice type;

—— - - -- - - ——-—
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however , servic e s other than telephone services ~Jre also provided by the

watched telephone n e t w o r k . Economic factors and the historical build—up of

the telephone system has led to a hierarchy of networks. Thi s hierarchy

.)mI>r isa’s:

1. Loc al networks , wh ich are made up of the subscriber equi pmen t and

the local m o p  conn ecting the subscriber telephone set to the local switch-

i ng office.

2. Junction networks , which provide the interconnections between two

loc al o ffices or between a loc al o f f i c e  and a trunk office.

3. Trun k netw ork s , which consist of t r irik offices and interconnecting

tran sm is su or a trunks.

4. The Int e r n a t i o n a l  network , wh i ch , as the name implies , consists of

gateway exchanges and i n tercon n e ct ing “trunks ” between different count i’ies.

Ma ny advan ta ge ’, are accrued from this hierarchical composition of the

telephone system. Some of these advantages are: for operational and

analysis purposes , one need only deal wi th small er and more manageable un its

in term s of si za ’ and complexity; the modifica t ions in the network can be

d irectly related to changes in local , na tional or international demands for

services; finally, and perhaps most importantly, the hierarchy enables the

pl anner to uiSa ~ a diakopti cal approach towards network planning and analysis

in coratr-i - ,t to an approach in which the entire network has to be analysed

and planned in one piece.

/-2 .?. t ILE ’ sMM UN ICA T ION NETWORK FUNCtIONS . Next , the fundamental objective

of a t e lec iam municat ion i network must be cl ea rly understood and defined. The

ja m i f i - w i t c h a ’ d  t a . l a mm Jn i a c a tion network is to allow any pair of sub—

scribers , irrespe ctive of th ei r relat iv e loc a t io n , to be able to co nverse or

- — —-——--— - - . -•— 
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seri f information over a telephone connection with as little  difficulty as

possible , arid at an acc ep t able cost. this general statement of aim leads to

the followin g b as ic objectives of a tel ecommunication system. It must

1 . meet the pr es cribed requirements regarding (a) speed of connection

and probability of -i busy connect ion and (b) quality of transmission , which

is usually defined in terms of how well the received si gnal replicates the

transmitted si gnal.

2. un i quely identify subscriber connections.

3. Provide si gnaling information for call establishment and revenue

collection , if needed .

4. Avoid inter—ch an nel interference.

5. be capable of future expan -;ion and modifications.

6. he ( u u s t  effective.

7—3. NETWORK PLANNING PROCESS

Based on the cor~,p~ sit ion and function of a telecommunication network ,

it is possible to enunciate the various aspects of the network plann ing pro-

cess: the “composition ” leads to (1) Local Network planning , (2) Trunk area

plan n ing; the functiona l, aspect leads to (1) Strateg ic planning, and (2)

Network Standards. Each of these aspects are discussed in the following

paragraphs. But before that , it is impor tant to bear in mind that time

scales play an i mp ort an t role in th e network plannin g process. Thus, stra-

teg ic planning, as mentioned above , sho u ld look at 20 to 30 years hence and

cle arly indi cate the trend arid directi o n the network should take , along with

the options available during this time period. Similarly , short—t erm plan—

ning ma y look at the immediate future and make amendments in direct response 

— — — — — — — — — —.— — — — — _._____ —
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-to system growth and techno l ogical advancement. Time lapse between plan—

ring, fabrication , and the completion of the network plays an important role

in network planning. The antici pated growth in the type and amount of

traff i c between the time of the recei pt of mission objectives , and its corn—

pl etion , should be taken into account in the ori ginal planning process.

Otherwise , the network , upon comp letion , may not meet the standards in terms

of th~ grades of service.

(—5.1 . StRATEGIC PLAN . As the name implies , the strateg ic plan contains a

p r a  t i cab le and fea sib le strate ci y (or solut i on) for meeting the present

demands , and the antici pated demands in the next decade or more , using the

existing technology, and the antici pated changes in technology in the fu-

ture , in, a cost— effective manner. Such planning therefore entails a

knowledge of: network modeling and analysis (teletraffic eng ineering );

economic , technolog ical and traffi c forecasting; and network standards.

A str ateg ic plan should provide the following information:

1 . Traffic Estimate: Estimati on of traffic to be carried by the net—

wur~ oven the period for which the str ategic plan is to be effective is im-

port ani t for sizing and layout of the network. The specia l services , su c h as

narrowband or widehand data , required should be clearly pointed out in the

p lan , because of their effect on the planned network performance , etc.

Traffic forecasting in adequate detail is required , and sho u ld ta ke into

consideration such factor s as population movements on a local and national

level , patterns ~ f industrial activity, and economic growth of the nation.

Growth in busy hour traffic in erlangs on particular routes is primarily

determined by local factors; growth in the total traffic ori ginating in the

— —.—————— ——— - a - - a” ‘
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network depends more on the business activity and other economic indicat ors ,

such as the gros’; national product (GNP). It should be noted that in gen-

erating the traffic estimates , both the traffic ori ginating and terminating

at a “node” should be considered. Sizing of the trunks rely i ng solely ’ on

the ori ginating traffic estimates can lead to poorly desi gned network in

terms of performance.

2. Techno1o~ica~ So~ut ions. Based on the estimated traffic , all tech—

nolog ically feasible solutions that will meet the prescribed requirements

must be examined and evaluated subject to cost considerations. New techno-

log ical solutions likely to be available within the strategy plan period

must also be considered.

3. Economic S~~~y: An investment appraisal should be an integral part

of a strateg ic plan. A flow— chart , depicting the princi pa l ste ps i nvolved

in an investment appraisal endeavor , is given in Fi g. 7.1. Based on the

network objectives called for in the mission statement , a preliminary set of

solutions , meeting the stated objectives , is obtained. These are then

screened to eliminate the technically unsound and unacceptable alternatives.

It is important that all possible solutions are considered before screening .

The next step is to make a preliminary cost estimate of the acceptable solu-

tions arid to single out , on the basis of the cost estimate , those alterna-

tives that warrant a detailed analysis. It is i mportant to note that

economic analysis in network planning is (and should be) rarely done using

capital cost , since such an analysis would ignore the time value of money

and charges for operation , maintenance and differing plant lives. Discount-

ing methods for evaluating cost wh ich assume that money available now is

worth more than an equal sum it, the future are used. Two such techniques

are: First , the net ~~~sent vatue (n.p.v.) or discounted cash flow

- *• ‘, ~ 
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(d.c.f. ) me t hod, a long wi t h i t s  variant the internal rate of return (i .r.r.)

method; second is the present value of annua l charges (p.v.a.c.). The

discounting methods basically rely on the method of computing the compound

interest on a capital investment to compute the present value of future mo-

ney.

Note. For a more detailed treatmen t of investment appraisal , refer to

[ 4] .

4. Generatized Objectives: On the basis of the technical and economic

analysis of the optimum network meeting the objectives set forth in the mis-

sion statement , generalized objectives regarding types of equipment , si gni-

ficant network changes, any major changes (moving from analog to dig ital ,

terrestrial to satellite , etc.) along with transition costs, etc. should be

clearly brought out . Sensitivity studies and conclusions should also be in-

corporated within these generalized objectives.

It should be noted that in charting a strateg ic plan , the following in-

formation should be at hand: (1) knowledge of the existing network , (ii)

plant details , and (iii ) transmission and switching standards.

7—3.2. NETWORK STANDARDS. In order to assure a satisfactory operation of

the network under planning, var ious fac to rs  that d i rect ly a f fec t the network

performance must be considered. Due to their importance in network planning

and network inter facing,  some of theese fa ctors have been standardized. The

network planner must be fully acquainted with these standards, wh i ch are

qualitatively indicated in the following paragraphs.

H . ---
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1 . ~raras rn ission Plan. Transmission plann i ng involves the switching and

trunking aspects of the network. Some of the key factors that must be ad
a,

dressed during transmission planning are:

(a) The allocation of transmission losses and impairments (distort ion ,

added noise , etc.) between local , junction , and trunk portions of the net-

work.

(b) The size of local exchanges , which depends on the number of sub-

scribers , type of message transmission , line sharing, e t c.

(c) The switching invo lv a~d in call completion and such factors as pro-

vision for direct or alternate routing, call control rules , maximum number

of transmission links to be used in tandem , etc.

2. Rout in1 P l a n .  The strategy for completing a call between a source and a

destination is dep ic ted by a routing plan. The following factors must be

considered when devising routing plan:

(a) The transmission plan , which influences the maximum number of tan-

dem links in rout i ng .

(b) Call set— t ip t line , whi ch i li’ I O r ii l5 on li t - type of signa l in c~ and

Nfl Ich ing aaqui ~)i i ia- r i t i ra usa- arid the I’iodc of t rI i I’o .ii ‘as ior~ (terr e strial vs . sa—

N I  l i t  e t ra ns m i s’ , in,ni)

( ) The economics of direct routing vs. alternate routing.

(d) The acceptable end—to—end (or the node—to—node) grade of

service —’--node—to—node grade of service being defin ed as the lost load

between a source—dest ination pair divided by the total load between the

source—destination pair.

3. Number in~ P l a n .  The numbering plan is used to identify each subscriber

- - - a 
-
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connected to the system . Some basic considerations in devi sing a numbering

plan are:

(a) The average number of di g its to be dialed should be minimum and the

dialing procedure should be simple.

(b) CCITT recommendations for the international numbering plan.

(c) Allowance for growth in the number of subscribers.

4. ChaL~,-
ir
~~~

Plani . This factor should consider local—call charging, trunk—

ca l l (long distance ) charg ing, and international charg ing.

5. ~~~~aLir ~ Standards. Si gnaling standards cover both supervisory and in-

formation signaling. Si gnaling is an important factor in the network opera—

tion; poorly planned signaling can cause excessive call establishment times ,

wh ich will adversely affect the network performance.

6. Grade of Service. Grade of service is the percentage of calls allowed

to be lost due to congestion. The maximum value for the acceptab le grade

of service in a network is a subjective matter , based on the cost effective-

ness of providing service to a subscriber. It is important to distinguish

between the various types of grade of service encountered in telecommunica-

tion: 1 . Node—to—node grade of service , wh i ch i s the propor ti on of cal ls

lost due to congestion between two distinct nodes in the network; 2. Link

grade of service , wh ich is defined as the calls blocked by a link divided by

t he ca ll s attempted on the link; 3. Network grade of service , wh ich is the

proportion of the t o t a l, t r a f f i c  lost in the network due to congestion .

r
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In decid ing the grade  of  s a - r v i c e  for  each link in the network , the

funct ion of each I ink , i t ’~ cost , and i ts relative importance in the network

should be taken int o account.

?- 3.~~. LOCAL NETWORK PLANNING. Local network planning addresses the de-

t a ils concerned with the size o~ an exchange area, the location of an ex-

change, and the exchange (s) (local central office ) itself. This aspect of

planning may involve the determination of the local—exchange areas and de-

ciding on the optimum Location of the local exchanges in an area for which

no telephone service exists , or it may involve the m odification and augmen—

tat ion of the existing local net work in response to an increase in the num-

ber of subscribers requiring servic es . Local network plans should be re-

viewed regularly so that alteration s in exchange areas , replacement of ob-

solete equi pment , provision of new services , etc. can be carried on in a

gradua l manner. A local network plan must consider the factors in the fol-

lowing paragraphs.

a. Size of an Excba~~e. Minimization of cost , while comply ing with the

s t ra teg ic plan and network standards (presented in the preceding para-

graphs), is of paramount concern in network planning. Therefore , the number

of local exchange’; in a territory and the sizes of their areas must be

determined by ei onomi c comparisons between different alternatives. A large

number of exchanges in a given area means smaller areas for each exchange

which , in turn, reduces the length of subscrib er loops and their cost. But

this ini~ni ’,3ses the number of junctions between exchanges and the number of

buildings and s i t es for the sw itch ing  equi pment. A smal l number of cx—

changes (with large exchange areas) reduces the cost of junction plant , 
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sw i tching equipment , bu ilding s and sit es , but results in an increase in the

cost of the subscriber distribution networks. This example illustrates the

cost trade-off involved , and the need for determining the optimum number of

exchanges that y ield the minimum cost.

The starting point for determining the boundaries of areas and loca-

tions of exchanges must be the antici pated development of the area under

considerat ion and the density map, depicting the population , of the area.

Rivers , ra ilways , and roads notwithstanding, the boundary of an exchange

should be placed where the density of subscribers is low, o prevent adja-

cent subscribers being connected to different exchanges. Within the area ,

the exchange should be located where the telephone density is high , so that

the average length of the subscriber loop, arid concomitantly the cost of the

w i re, is reduced. The determination of area boundaries and exchange loca-

tions is generally an iterative process.

b. Location of an Exch2n1e. The location of an exchange can be determined

after the exchange area has been mapped out . This is usually carrie d out by

a two stage process: First , the theoretical center , which  gives the ex-

change location that would minimize the total l ength and cost of subscriber

lines if there were no existing cables in the area and no topographical

features , is found; second , the determination of the practical center , which

defines a point in the area at wh ich the exchange should be located to

minimize the total cost of the Line plant when the ex is t ing cable is used .

The methods used for determining these two centers do not take into con-

sideration the availability of sites for the exchange. Thus, it often hap-

pens that the practica l center does not coincide with the available exchange
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s i t e .  In such cases , the out— of—center cost for each available site is cal—

culated. This is the additiona l line—plant cost incurred by building the

exchange away from the practical center. The out— of—center cost and the

site costs are the final arbiters in the selection of an exchange location

wherever more than one feasible solution exists. Suitability of sites for

cabling and accessabi lity for staff and vehicles are also factors to be con-

sidered in an exchange location selection prob l em.

c. Excha~~~ Plarinin~ . Exchanges per form an important function in a

telecommunication network. Their functions and status in the network

hierarchy must be clearly defined prior to their desi gn. The number of sub-

scribers ’ lines and their estimated traff ic , the junc tion routes, and the

traffic of each route must be determined before the planning of tne size of

the exchange can be decided. It is important to bear in mind that there is

a time lapse between the initial planning and the completion of the network.

A broad forecast of ultimate requirements should be at hand when exchange

planning is carried out, so that the exchange trunking and equipment layout

can accommodate the antici pated growth. The determination of the floor

plan, power plant , size of the bui lding, etc. are all part of exchange plan-

ning. The choice of a site for an exchange is also critical , and should be

done with the view that it can ultimately accommodate a building at last

tw i ce as bi g a 5 that initially required. This is because it is normally

much cheape r to extend an exchange on the same site than to develop a new

si te.

7—3.4. TRUNK NETWORK PLANNING. With the existing telephone systems, it is

planninq for growth , in contrast to basic or long—term planning involving a
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major change of a section of the exi sting network , that is more commonly en-

countered in prac tice. The planning activities for the trunk network is di—

vided int o two areas: transm i;sion and switching, with signaling being al-

lied to switching planning. These areas are dealt with in connection with

basic planning and planning for growth below.

a. Bas ic Planni ,~~,. Bas ic p lanning for a trunkin g network is usually long—

term , and in compliance w i t h  the s t ra teg ic plan. Wh i le  the s t ra teg ic plan

g ives an overview (“macroscopic ”) of the required trunking networ k , the

basic plan is a detailed plan , addressing the difficult problem s associated

with the move from the existing network to that envisaged by the strateg ic

plan. All alternative solutions must be inve sti gated in detail to determi ne

the optimum network confi guration and the most economic transition p lan.

Fundamental to trunk network planning is the selection of the most econom ic

network layout from a set of technically viable solutions. Thus it involves

the determinat ion of the number , location and catchm ent areas of central

offices , the traffic routing in the network and its physical rea~ ization.

The task involves the collection of traffic data relating to the present and

future size of the system , together with the costs and parameters of the

present and future type s of plant. Various network options , meeting the

prescr ibed standards , are analysed in terms of their economics. The most

econom ic so lu t ion  is then se lec ted .  Inherent in most ana lys is  methods are

some assumptions. It is prudent to make a sensitivity study on the pre-

ferred network configuration due to variations in the basic data and assump—

tions used.

1.. 
~~- - ---~~~ 

- - --
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

--- --- -

~~~~ 

_

.5 . _ _ _
5 

:r-



—
la w — — - - - - - — - -

/ — I ~

The determining factors for the determination of the number , location

and catchment areas of trun k exchanges are similar to those for local ex-

changes. Once the location and catchment areas of trunk exchanges have been

dete rm ined , the next task is to f i n d the dimension and cost of the total

network. The essential part of dimensioning is the dete rni ina~ ion of the

most economic routing plan for the y~ ien traffic. This can be done either

by simulation studies or analys is methods (single— or double—moment

methods ). A traffic route matrix of circuits between all switch ing points

is obtained , from which the trunking facility and the switching facility

costs can be determined. This plann ing procedure is repeated for different

network confi gurations. The opt i mum network confi guration is the one that

has the least discounted cost.

b. Growth Plann i nl. In the chang ing environment of a telecommun ication

network , where both traffic needs and plant availability change with time,

growth planning is more common than basic planning, although planning for

growth may require some of the basic steps required in basic planning.

forecasts of traffic parameters , usually extrapolated from the current n~eas—

ored traffic , play the key role in growth planning.

Based on the  new traffic information for the network , the forecast re—

~a i t r e m e n ts  for  each parameter  in the network can be determined. These re

qiii rempnts are then compared with the existing network call carrying capaci-

ty and other parameters to ascertain when the grade of service and other

network standards will , fal l below the acceptable values. The earliest date

ind icates the se rv i ce  data required for the next “network” extension. A

s i m ila r  f o r e c a s t i n g  scheme can be used to determine when the present central

- - 3 
______



w — - - _  — - -  - — — - — ,— - -

/ —  I 5

( i f  $ 1  ( a ’  i (.r )mudlt iinis w i l l  be ,ax h ,n i a ,t a . i j  Before carry ing out any net wnr k cx—

tensi on in response to an i n c r e i s e d  t r a f f i c , it is important that one con-

siders the possibility of re—routing (updatin g of the existing route plan )

the traffic on t h e  existing network to meet the prescribed network stan-

dards.
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